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1. Introduction

Semiconductor mesoscopic systems have been extensively studied since the establishment of microfabrication techniques in the 1980s. These systems allow us to artificially realize and control various quantum phenomena of electron charge and spin. In this review, we summarize the basics and recent progress of shot-noise measurements in mesoscopic physics. While conductance, the most fundamental...
transport property, provides information on the time-averaged electron transport, shot noise offers more in-depth insights into non-equilibrium electron dynamics.

Shot noise, one of the most important topics in mesoscopic physics, has been theoretically studied since the early 1990s. However, initially, shot-noise measurements were not commonly performed in experiments, because of technical difficulties. What impressed researchers with the importance of shot-noise measurements was the detection of fractionally charged quasiparticles in fractional quantum Hall (QH) systems, which led to the Nobel Prize in Physics in 1998 for the discovery of the fractional QH effect. Then, several excellent reviews written by theorists around 2000 have extensively promoted shot-noise research. This review will introduce various experiments, including those performed by us reported since these early reviews. Although there already exists an instructive review recently written by experimentalists, it is worth reviewing the shot-noise measurements over a broad range of mesoscopic systems, from experiments understood within the single-particle picture to those targeting quantum many-body physics.

The central idea of this review is as follows. Current and noise, corresponding to the average and variance of the number of electrons passing through a conductor per unit time, respectively, provide different information on a transport phenomenon. For example, because the shot-noise intensity is given as the product of the current and the effective charge of a charge carrier, the effective charge can be evaluated by measuring both the current and shot noise. Actually, combining these measurements has revealed a two-particle scattering process in the Kondo effect, fractional charges in fractional QH systems, and Cooper pairs in superconducting junctions. This review focuses on such a combination of conductance and shot-noise measurements.

This review is organized as follows. In Sect. 2, we discuss the basics of the current-noise theory within the Landauer–Büttiker formalism. Section 3 presents the experimental techniques for current-noise measurements. Section 4 introduces several experiments in which the transport phenomena can be understood within a single-particle picture, including those on a quantum point contact (QPC), two-channel or multichannel systems, and fermion quantum optics. Section 5 describes several shot-noise measurements performed on quantum liquids, or equivalently, quantum many-body states, namely the Kondo states, the fractional QH states, and superconductors. Section 6 introduces a noise study based on the fluctuation theorem, a different approach from that using the Landauer–Büttiker picture. Section 7 summarizes this review with reference to future experimental issues.

2. Basics of Current-noise Theory

2.1 Classical current-noise theory

Suppose a bias voltage $V$ is applied to a conductor, for example, a resistor, as shown in Fig. 1. We monitor the time $t$ dependence of current $I(t)$ with a high-precision ammeter. Besides a time-averaged value $\langle I(t) \rangle$ of current, there always exists a fluctuation (noise) $\Delta I(t) \equiv I(t) - \langle I(t) \rangle$ around it.

Let us consider the Fourier transform of $\Delta I(t)$ over the measurement time interval $-\tau/2 \leq t \leq \tau/2$: $\Delta I(\omega) \equiv \int_{-\tau/2}^{\tau/2} dt \Delta I(t)e^{i\omega t}$, where $\omega \equiv 2\pi f$ is the angular frequency for frequency $f$. The time-averaged variance of the current noise $\Delta I(t)$, given by $\langle \Delta I(t)^2 \rangle \equiv \lim_{\tau \to \infty} \frac{1}{\tau} \int_{-\tau/2}^{\tau/2} \Delta I(t)^2 dt$, satisfies the following relation known as the Parseval theorem.

$$\langle \Delta I(t)^2 \rangle = \frac{1}{2\pi} \lim_{\tau \to \infty} \frac{1}{\tau} \int_{-\infty}^{\infty} \Delta I(\omega)^2 d\omega.$$ (1)

The power spectral density (PSD) $S(\omega)$ of the current is defined as

$$S(\omega) \equiv \lim_{\tau \to \infty} \frac{2}{\tau} |\Delta I(\omega)|^2 = \lim_{\tau \to \infty} \frac{2}{\tau} \int_{-\tau/2}^{\tau/2} dt \int_{-\tau/2}^{\tau/2} dt' \Delta I(t) \Delta I(t') e^{i\omega(t-t')}.$$ (2)

Since $I(t)$ and $S(\omega)$ are real, $\Delta I(-\omega) = [\Delta I(\omega)]^*$ and $S(\omega) = S(-\omega)$. Therefore, we can reduce the angular frequency $\omega$ to the non-negative range by redefining $S(\omega)$ as twice of itself, which accounts for the factor 2 in Eq. (2). Henceforth, we use $\omega \in [0, \infty]$ in principle.

Equation (2) satisfies the following relation:

$$\langle \Delta I(t)^2 \rangle = \frac{1}{2\pi} \int_0^{\infty} S(\omega) d\omega.$$ (3)

This equation quantifies the current-noise intensity with the PSD measured with a spectrum analyzer (see Fig. 1).

In some textbooks and technical literature, PSD is often defined, based on Eq. (3), as

$$S(f) = \frac{2(\Delta I(t)^2)_{f}}{\Delta f},$$ (4)

where $\langle \Delta I(t)^2 \rangle_{f}$ is the current noise measured around the frequency $f$ with the bandwidth of $\Delta f$.

The current is nothing but the average of charge $Q$, or the number of electrons $N$, passing through a device per unit time:

$$\langle I \rangle = \frac{Q}{\tau} = \frac{e(N)}{\tau}, \quad [A] = \left[ \frac{C}{s} \right].$$ (5)

where $e$ is the elementary charge and $\tau$ is the measurement time. Meanwhile, the current noise corresponds to the time-averaged variance $\Delta Q^2$ or $\Delta N^2$ as

$$S(f) = \frac{2(\Delta Q^2)}{\tau} = \frac{2e^2(\Delta N^2)}{\tau}, \quad [A^2 = \left[ \frac{C^2}{Hz} \right], \quad [C^2] = \left[ \frac{C^2}{s} \right].$$ (6)

Comparing the experimental results of these two quantities, we can extract information that is not accessible by standard dc-current measurements alone, such as the charge of carriers.
2.1.1 Thermal and shot noise

When the system shown in Fig. 1 is in equilibrium at \( V = 0 \), the average current is zero (\( \langle I \rangle = 0 \)). However, even in this case, there is a finite current noise referred to as thermal noise or Johnson–Nyquist noise at finite temperature.\(^{12,13} \) The thermal noise \( S_{th} \) is described as

\[
S_{th} = 4k_B T_e G,
\]

where \( G, T_e, \) and \( k_B \) are the conductance, electron temperature, and Boltzmann constant, respectively. Nyquist derived Eq. (7) from the second law of thermodynamics to explain the results of Johnson’s current-noise measurements\(^{13} \) and indicated its link with black-body radiation.\(^{12} \) In Eq. (7), the conductance \( G \) as well as \( T_e \) appears. Since the conductance characterizes the linear response of the system to the external bias (\( I = GV \)) and Joule heat (\( GV^2 \)), we see that Eq. (7) reflects the fluctuation–dissipation relation. Later, in Sect. 2.2.4, we derive the same result [Eq. (44)] based on the scattering theory, a different approach from the Nyquist’s one.

It is noteworthy that Johnson discussed the evaluation of \( k_B \) from the measured thermal noise.\(^{13} \) This discussion was a pioneering attempt for the precise evaluation of the Boltzmann constant in metrology.\(^{16} \)

Next, let us consider shot-noise generation under a non-equilibrium condition. Here, we assume that \( I \) is carried by electron tunneling through a potential barrier (scatterer), as sketched in Fig. 2. When the transmission probability \( T \) is small, the shot-noise intensity is described as

\[
S_{\text{shot}} = 2e|\langle I \rangle|.
\]

The numerical factor 2 comes from the definition of PSD at positive frequencies, as explained earlier [see Eq. (2)]. Schottky derived this expression to investigate the flow of electrons in a vacuum tube.\(^{17} \)

To understand the meaning of Eq. (8), let us consider that \( N \) particles emitted from a source impinge on the barrier, and each particle is either independently transmitted or reflected with a probability of \( T \) or \( 1 - T \), respectively. The detector measures the transmitted particles. The probability \( P_N(N_1) \) of detecting \( N_1 \) particles is given by the binomial distribution as

\[
P_N(N_1) = \frac{N!}{N_1!(N-N_1)!} T^{N_1}(1-T)^{N-N_1}.
\]

The average \( \langle N_1 \rangle \) and variance \( \langle \Delta N_1^2 \rangle \) are given by

\[
\langle N_1 \rangle = NT,
\]

\[
\langle \Delta N_1^2 \rangle = \langle \langle N_1 - \langle N_1 \rangle \rangle^2 \rangle = NT(1-T) = \langle N_1 \rangle(1-T).
\]

When the transmission probability is very small (\( T \ll 1 \)), both \( \langle N_1 \rangle \) and \( \langle \Delta N_1^2 \rangle \) are equal to \( NT \), and this is nothing but the signature of the Poisson distribution. Using Eqs. (5) and (6), we obtain \( S_{\text{shot}}/|\langle I \rangle| = 2e(N \langle \Delta N_1^2 \rangle/\langle N_1 \rangle) = 2e \). Thus, the shot noise reflects the discrete nature of charge carriers. Shot noise is sometimes referred to as partition noise since it is generated when a current is partitioned into transmitted and reflected parts.

It is useful to introduce the Fano factor \( F \),\(^{18} \) a dimensionless parameter that quantifies the current noise:

\[
F = \frac{\langle \Delta I^2 \rangle}{\langle I \rangle^2}.
\]

By definition, \( F = 1 \) for the Poisson distribution. In this case, scattering events are independent of each other, namely there is no correlation between them.

By comparing Eqs. (7) and (8), one can notice that noise properties in equilibrium and non-equilibrium situations are qualitatively different. Particularly, elementary charge \( e \) appears only in the shot-noise formula [Eq. (8)], indicating that the shot noise serves as a unique probe for charge transport.

As an interesting historical note, the non-equilibrium shot noise\(^{17} \) was found ten years earlier than the equilibrium thermal noise,\(^{12,13} \) which might reflect the inheritance of the non-equilibrium in nature.

2.2 Noise in quantum transport

Conductance through a mesoscopic system can be understood using the scattering approach, referred to as the Landauer–Buttiker formalism.\(^{1,3} \) In this subsection, we introduce the current-noise theory using the same framework.\(^{5} \)

2.2.1 Scattering approach

Here, from the pedagogical perspective, we consider a simple two-terminal device coupled to a single conduction channel on both the left and right sides of the device. The theoretical descriptions until Sect. 2.2.4 are taken from Ref. 19. Note that our discussion can be straightforwardly generalized to multiterminal and multichannel cases.\(^{5} \) We present the general result in Sect. 2.2.5.

Figure 3(a) shows a schematic of the setup. The spinless Hamiltonian of the left (L) and right (R) leads, which are regarded as one-dimensional free electron systems, is expressed using the creation \((c_L^\dagger)\) and annihilation \((c_L)\) operators as

![Fig. 2. Scattering of a particle at a potential barrier. The transmission and reflection probabilities are \( T \) and \( 1 - T \), respectively.](attachment:image2.png)

![Fig. 3. (Color online) (a) Two-terminal scattering model. The conduction channels of injected \((a_L,k)\) and scattered \((a_R,k)\) electrons are represented by solid and dashed arrows, respectively. (b) Parabolic dispersion relation in the leads. Dotted lines indicate the linear approximation near the Fermi surface \( k \equiv \pm k_F \) [see Eq. (13)].](attachment:image3.png)
\[ \mathcal{H} = \sum_k (\epsilon_k - \mu) c_k^\dag c_k, \quad (12) \]

where \( \epsilon_k = \hbar^2 k^2 / 2m \), (electron mass; \( k \), wavenumber of electron; \( \hbar \), reduced Planck constant) is the kinetic energy of an electron and \( \mu \) is the chemical potential. Here, we perform a linear approximation to the parabolic band dispersion such that

\[ \epsilon_k - \mu = \pm \hbar v_F (k \mp k_F), \quad (13) \]

as shown in Fig. 3(b), considering only low-energy excitations near the Fermi surface. Here, \( v_F = \hbar k_F / m \) is the Fermi velocity, and \( k_F \) is the Fermi wavenumber.

There exist right- and left-moving electrons in lead L. The annihilation (creation) operators of the former and the latter are described as \( a_{\alpha k} \) (\( a_{\alpha k}^\dag \)) and \( b_{\alpha k} \) (\( b_{\alpha k}^\dag \)), respectively. Within the linear approximation, the Hamiltonian can be written by modifying Eq. (12) as

\[ \mathcal{H} = \hbar v_F (k - k_F) a_{\alpha k}^\dag a_{\alpha k} + \sum_k (-\hbar v_F)(k + k_F) b_{\alpha k}^\dag b_{\alpha k}. \quad (14) \]

We define the current operator at position \( x \) in lead L as

\[ \hat{I}(x) = \frac{e \hbar}{2i m} \left( \psi^\dag (x) \frac{d \psi (x)}{dx} - \frac{d \psi^\dag (x)}{dx} \psi (x) \right), \quad (15) \]

where \( \psi (x) = \sum_k (1/\sqrt{L}) \exp(ikx)c_k \) is the field operator, and \( L \) is the length of the lead. \( \hat{I}(x) \) can be expressed using \( c_k \) and \( c_k^\dag \) as

\[ \hat{I}(x) = \frac{e \hbar}{L} \sum_{k,k'} \frac{k + k'}{2m} c_k^\dag c_{k'} e^{i(k' - k)x}. \quad (16) \]

By considering the contribution only around \( k = \pm k_F \) and using \( a_{\alpha k} \) and \( b_{\alpha k} \) instead of \( c_k \), we obtain the following formula:

\[ \hat{I}(x) = \frac{e \hbar v_F}{L} \sum_{k,k'} (a_{\alpha k}^\dag a_{\alpha k'} - b_{\alpha k}^\dag b_{\alpha k'}) e^{i(k' - k)x}. \quad (17) \]

With the assumption that the sample is connected to the lead at \( x = 0 \), the current flowing from lead L into the sample becomes

\[ \hat{I}_L = \hat{I}(x = 0) = \frac{e \hbar v_F}{L} \sum_{k,k'} (a_{\alpha k}^\dag a_{\alpha k'} - b_{\alpha k}^\dag b_{\alpha k'}). \quad (18) \]

The scattering process between the incoming \( a_{\alpha k} \) and outgoing \( b_{\alpha k} \) electrons in lead \( \alpha = L \) or R is described as

\[ \begin{bmatrix} b_{\alpha k} \\ b_{\beta k} \end{bmatrix} = S \begin{bmatrix} a_{\alpha k} \\ a_{\beta k} \end{bmatrix}. \quad (19) \]

The components of the \( S \) matrix are given by

\[ S = \begin{bmatrix} s_{11} & s_{12} \\ s_{21} & s_{22} \end{bmatrix} = \frac{1}{\sqrt{2}} \begin{bmatrix} r & t^* \\ t & r^* \end{bmatrix}. \quad (20) \]

Note that, to satisfy the commutation relation \( [a_{\alpha k}, a_{\alpha k'}^\dag] = [b_{\alpha k}, b_{\alpha k'}^\dag] = \delta_{\alpha \beta} \delta_{k' - k} \), the \( S \) matrix must be unitary, namely \( |t|^2 = |r|^2 = 1 - |r|^2 = 1 - |t|^2 \).

Using the \( S \) matrix, we express the current operator [see Eq. (18)] as

\[ \hat{I}_L = \frac{e \hbar v_F}{L} \sum_{\alpha = L,R} \sum_{\beta = L,R} \sum_k a_{\alpha k}^\dag A_{\alpha \beta}^{R \beta}(k,k') a_{\beta k'}, \quad (21) \]

where

\[ A_{\alpha \beta}^{R \beta}(k,k') = \delta_{\alpha \lambda} \delta_{\beta \delta} - [s_{1 \alpha}^j (k)]^* s_{1 \beta}^j (k'). \quad (22) \]

2.2.2. Landauer formula

Here, we derive the conductance formula. Assuming that incident electrons are in thermal equilibrium and taking their statistical average \( \langle \cdots \rangle \), we obtain

\[ \langle a_{\alpha k}^\dag a_{\beta k} \rangle = \delta_{\alpha \beta} \delta_{k - k} f_a(k). \quad (23) \]

\( f_a(k) \) is the Fermi–Dirac distribution function in lead \( \alpha \):

\[ f_a(k) = \frac{1}{\exp[(\epsilon_k - \mu)/k_B T_a] + 1}, \quad (24) \]

where \( T_a \) and \( \mu_a \) are temperature and the chemical potential, respectively, in lead \( \alpha \). The statistical average of Eq. (21) is calculated as

\[ \langle \hat{I}_L \rangle = \frac{e \hbar v_F}{2\pi \hbar} \int_{-\infty}^{\infty} de \sum_{\alpha} A_{\alpha \alpha}^{R \alpha}(e) f_a(k). \quad (25) \]

Note that we replace the summation \( \sum_{\alpha} \sum_{k} \cdots \) with the integral \( \int dk / (2\pi) \cdots \), assuming sufficiently large \( L \), and using Eq. (13). The relations \( A_{\alpha \alpha}^{L \alpha} = 1 - \langle s_{1 \alpha}^j (k) \rangle s_{1 \alpha}^j (k) = 1 - |r|^2 = |t|^2 \equiv T \) and \( A_{\alpha \alpha}^{R \alpha} = \langle s_{1 \alpha}^j (k) \rangle s_{1 \alpha}^j (k) = -|r|^2 = -|t|^2 = -T \), where \( T \) is the transmission probability, lead to

\[ \langle \hat{I}_L \rangle = \frac{e}{2\pi \hbar} \int_{-\infty}^{\infty} ds T(s) [f_e(s) - f_h(s)]. \quad (26) \]

For simplicity, let us assume that \( T \) is energy independent and the system is at absolute zero temperature. When lead L is biased with \( V \), the Fermi–Dirac distribution function in each lead can be written as \( f_a(e) = \Theta(-e) \) and \( f_1(e) = \Theta(-e + eV) \), where \( \Theta(x) \) is the Heaviside function. In this case, \( f_1(e) - f_h(e) \) is one only when \( 0 < \epsilon < eV \) and is zero otherwise, resulting in \( \langle \hat{I}_L \rangle = \frac{e}{2\pi \hbar} TV \). Thus, we obtain the well-known Landauer’s conductance formula as

\[ G = \frac{\langle \hat{I}_L \rangle}{V} = \frac{e^2}{h} T. \quad (27) \]

where \( h = 2 \pi \hbar \) is Planck constant. If the channel is spin degenerate, the equation is modified to \( G = \frac{2e^2}{h} T \).

When the system is at finite temperature, Eq. (26) is described as

\[ G = \frac{e^3}{h} \int ds T(s) \left( -\frac{df}{de} \right). \quad (28) \]

where

\[ f(s) = \frac{1}{\exp[(\epsilon - \mu)/k_B T_a] + 1}. \quad (29) \]

To obtain this formula, we use \( f_e(e) - f_h(e) = f(e - eV) - f(e) \approx -\frac{df}{de} eV \). When \( T \) is energy-independent, we again obtain Eq. (27) at finite temperature.
2.2.3 Current noise

We define the time evolution of the current operator in the Heisenberg representation

$$\hat{I}_L(t) = \exp\left(\frac{iHt}{\hbar}\right) \hat{I}_L \exp\left(-\frac{iHt}{\hbar}\right),$$

and introduce the current-noise operator

$$\Delta \hat{I}_L(t) = \hat{I}_L(t) - \langle \hat{I}_L(t) \rangle.$$

Using this operator, we describe the second-order current-current correlation function as

$$C(t, t') = \langle (\Delta \hat{I}_L(t) \Delta \hat{I}_L(t')) \rangle = \langle \hat{I}_L(t) \hat{I}_L(t') \rangle - \langle \hat{I}_L(t) \rangle \langle \hat{I}_L(t') \rangle.$$

Note that the current operators $\hat{I}_L(t)$ and $\hat{I}_L(t')$ are not commutative. Following Eq. (2), the current-noise PSD $S(\omega)$ is given by

$$S(\omega) \equiv \lim_{t \to \infty} \frac{2}{\pi} \int_{-\infty}^{\infty} dt' \int_{-\infty}^{\infty} dt' C(t, t') \exp(i\omega(t-t')).$$

Unlike the classical case discussed in Sect. 2.1, $S(\omega)$ in Eq. (33) is not necessarily a real number, and $S(\omega) = S(-\omega)$ holds instead of $S(\omega) = S(\omega)$. The real part of $S(\omega)$ can be expressed as $\text{Re}[S(\omega)] = |S(\omega)| + \text{Re}[S(-\omega)]/2 \equiv S_{\text{sym}}(\omega)$, where $S_{\text{sym}}(\omega)$ is referred to as symmetrized noise. While the imaginary part of $S(\omega)$ is sometimes important at high frequencies, particularly in the quantum-noise regime [20] [see Fig. 6(a)], in this review we focus on the noise at low frequencies, where $S(\omega) = S_{\text{sym}}(\omega)$ generally holds.

If the Hamiltonian $H$ is time-independent, $C(t, t')$ depends only on the time difference $\Delta t = t - t'$, and $C(t, t') = C(\Delta t)$ equals zero at large $\Delta t$ (also see the discussion in Sect. 3.2). In this case, Eq. (33) is modified to

$$S(\omega) = \lim_{t \to \infty} \frac{2}{\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} d(\Delta t) C(\Delta t) \exp(i\omega \Delta t) = 2 \int_{-\infty}^{\infty} d(\Delta t) C(\Delta t) \exp(i\omega \Delta t).$$

Thus, the noise PSD is formulated as the Fourier transform of $C(\Delta t)$. The zero-frequency noise is expressed as

$$S(0) = 2 \int_{-\infty}^{\infty} dt [\langle \hat{I}_L(t) \hat{I}_L(0) \rangle - \langle \hat{I}_L(t) \rangle \langle \hat{I}_L(0) \rangle].$$

By substituting $a_{n,k}(t) = a_{n,k}(\exp(-iet/\hbar))$, Eq. (21) becomes

$$\hat{I}_L(t) = \sum_{\alpha=1,L,R} \sum_{k,k'} A_{\alpha k}^0(k, k') a_{\alpha k'} \times \exp\left(\frac{i(\varepsilon_k - \varepsilon_{k'})t}{\hbar}\right).$$

Therefore, Eq. (35) can be described as

$$S(0) = 2 \int_{-\infty}^{\infty} dt \left(\frac{\exp Eis}{\pi \hbar}\right) \sum_{k,k',k''} A_{\alpha k}^0(k, k') A_{\beta k''}^0(k'', k') \langle a_{\alpha k}^+ a_{\beta k''}^+ a_{\alpha k'} a_{\beta k''}^- \rangle \exp\left(\frac{i(\varepsilon_k - \varepsilon_{k'})t}{\hbar}\right).$$

Wick’s theorem and Eq. (23) lead to

$$\langle a_{\alpha k}^+ a_{\beta k'} a_{\alpha k'}^+ a_{\beta k''}^+ \rangle = \langle a_{\alpha k}^+ a_{\beta k'}^+ a_{\alpha k'} a_{\beta k''} \rangle = \delta_{\alpha \beta} \delta_{k, k'} \delta_{\varepsilon_k, \varepsilon_{k'}} f_a(k) [1 - f_b(k')].$$

The second term on the lefthand side of this equation is the exchange term that takes the statistical nature of particles into account. The resultant obtained factor $f_a(k)[1 - f_b(k')]$ represents the fermionic nature of electrons.

By integrating the sum of the wavenumbers (1/L) \sum_{i} a \frac{f_a(k)}{\hbar} \dots and changing the integration variable from $k$ to $\varepsilon$ using Eq. (13) in Eq. (37), we obtain

$$S = \frac{2e^2}{(2\pi \hbar)^2} \int ds \int ds' \int_{-\infty}^{\infty} dt \sum_{\alpha, \beta} A_{\alpha L}^0(\varepsilon, \varepsilon') A_{\beta L}(\varepsilon', \varepsilon) f_a(\varepsilon') [1 - f_b(\varepsilon')] \exp\left[i(\varepsilon - \varepsilon')t/\hbar\right].$$

In the end, using the relation $\int_{-\infty}^{\infty} dt e^{i(c-e\varepsilon)t/\hbar} = 2\pi \delta(c - e\varepsilon)$, the general formula for the current noise is written as

$$S = \frac{e^2}{\pi \hbar} \int ds \sum_{\alpha, \beta} A_{\alpha L}^0(\varepsilon, \varepsilon') A_{\beta L}(\varepsilon, \varepsilon) [1 - f_b(\varepsilon')].$$

2.2.4 Derivations of thermal and shot noise

Both the thermal- and shot-noise formulae are derived from Eq. (40). When the system is in equilibrium, or $|eV| < k_B T_e$, the thermal noise dominates over the shot noise. Using the three relations, $eV = 0$,

$$f(\varepsilon)[1 - f(\varepsilon)] = k_B T_e \left(1 - \frac{df}{d\varepsilon}\right),$$

and

$$\sum_{\alpha, \beta} A_{\alpha L}^0(\varepsilon, \varepsilon') A_{\beta L}(\varepsilon, \varepsilon) = 2T(\varepsilon),$$

Eq. (40) is modified to

$$S = \frac{2e^2 k_B T_e}{\pi \hbar} \int \frac{d\varepsilon}{\sqrt{2}} T(\varepsilon) \left(-\frac{df}{d\varepsilon}\right).$$

By comparing it with Eq. (28), we obtain

$$S = 4k_B T_e G.$$
\[ S = 4k_B T_e G + 2e\langle I\rangle(1 - T_e) \left[ \coth\left( \frac{eV}{2k_B T_e} \right) - \frac{2k_B T_e}{eV} \right]. \]  
\[ \text{(48)} \]

In the weak transmission limit \( (T \ll 1) \) at zero temperature, Eq. (47) becomes
\[ S = 2e\langle I\rangle \coth\left( \frac{eV}{2k_B T_e} \right). \]
\[ \text{(49)} \]

This equation corresponds to the classical Schottky-type shot-noise formula [see Eq. (8)]. Similarly, the finite-temperature shot-noise formula in the weak transmission limit is written as
\[ S = 2e\langle I\rangle \coth\left( \frac{eV}{2k_B T_e} \right). \]
\[ \text{(50)} \]

Equation (47) tells that a conductor with \( T = 1 \) has no current noise at zero temperature. The noiseless feature explicitly indicates that charge current fed from a reservoir does not fluctuate at zero temperature due to the fermionic nature of electrons.

2.2.5 General formula

While so far we have assumed a conductor with a single conduction channel for simplicity (see Fig. 3), there can exist many channels in actual mesoscopic systems. Here, we present a generalized formula in multichannel cases. Assuming that the transmission probability \( T_n \) \( (n = 1, 2, 3 \ldots) \) is energy independent, we obtain the current \( \langle I \rangle \) and the conductance \( G \) at zero temperature as
\[ \langle I \rangle = GV, \quad G = 2e^2 \hbar \sum_n T_n. \]
\[ \text{(51)} \]

This is the well-known Landauer formula, in which \( G \) is given as the sum of contributions from the parallel channels. The factor 2 represents the spin degeneracy at zero magnetic field. The low-frequency noise \( S \) is described as
\[ S = \frac{2e^2}{\hbar} \sum_n T_n(1 - T_n)eV = 2e\langle I\rangle |F|, \]
\[ \text{(52)} \]

where \( F \) is the Fano factor defined in Eq. (11). In the present case, \( F \) is given by
\[ F = \frac{\sum_n T_n(1 - T_n)}{\sum_n T_n}. \]
\[ \text{(53)} \]

Equations (52) and (53) explain that the current noise is given as the sum of noise contributions from the parallel channels, similarly to the case of \( \langle I \rangle \).

Current noise at finite temperature is
\[ S = 4k_BT_e G + 2e\langle I\rangle |F| \left[ \coth\left( \frac{eV}{2k_B T_e} \right) - \frac{2k_B T_e}{eV} \right]. \]
\[ \text{(54)} \]

This equation is the most commonly used shot-noise formula in experiments.

As clearly shown in Eq. (54), current noise is related to both temperature \( (k_B T_e) \) and bias \( (eV) \) in a mixed way. While Landauer argued that thermal noise and shot noise could be non-dividable, it is convenient to regard them as additive independent noise in many cases. In this review, the term “shot noise” means the quantity obtained by subtracting the first term \( (4k_BT_e G) \) from Eq. (54), which represents the excess noise generated by a finite bias.

Equation (54) tells that the dimensionless quantity \( S/(4k_BT_e G) \) is a function of \( \frac{eV}{2k_BT_e} \) as
\[ \frac{S}{4k_BT_e G} = 1 + F[X\coth(X) - 1]. \]
\[ \text{(55)} \]

Figure 4 displays \( S/(4k_BT_e G) \) for the cases of \( F = 0, 0.5, \) and 1. The \( F = 1 \) case is sometimes referred to as the Poisson limit, where we observe that \( S/(4k_BT_e G) \to |X| \) for \( |X| \to \infty \), namely that current noise at high bias or low temperature corresponds to the classical Schottky-type shot noise.

3. Noise Measurement

Compared to standard conductance measurements, current-noise measurements have not been widely performed because of technical difficulties. The main problem is that the current-noise intensity in mesoscopic devices is often too small to measure with a commercially available ammeter. A variety of experimental techniques have been used to solve this problem. In this section, we first explain the basics of current-noise measurements and then introduce several techniques that have provided accurate measurements.

3.1 Current-noise PSD

Generally, in electronic transport experiments, one applies an input voltage \( V_{\text{in}} \) or current \( I_{\text{in}} \) to a mesoscopic device ("sample", hereafter) and measures the response to evaluate the sample’s transport properties. In a conductance \( G = \langle I(t)/V \rangle \) measurement, the time average \( \langle I(t) \rangle \) of the output current \( I(t) \) is often measured with a \( V_{\text{in}} \) applied. In contrast, in current-noise measurements, the measured quantity is not \( \langle I(t) \rangle \) but the variance \( \langle (I(t) - \langle I(t) \rangle)^2 \rangle \equiv \langle \Delta I(t)^2 \rangle \).

Let us consider a current \( I(t) \) outputs from a terminal \( \Omega_0 \) of a sample. The magnitude of the current noise \( \Delta I_0 \equiv I_0(t) - \langle I_0(t) \rangle \) is often evaluated by its PSD \( S_{\text{av}}(f) \equiv 2\langle \Delta I_0(t)^2 \rangle/\Delta f \) [Eq. (4)]. As explained in Sect. 2, \( S_{\text{av}}(f) \) is given by the Fourier transform of the noise auto-correlation function \( C_{\text{av}}(\tau) \) as [see Eqs. (4), (32), and (34)]
\[ S_{\text{av}}(f) = 2 \int_{-\infty}^{\infty} C_{\text{av}}(\tau) e^{2i\pi ft} d\tau, \]
\[ \text{(56)} \]
\[ C_{\text{av}}(\tau) = \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} \Delta I_0(\tau) \Delta I_0(t + \tau) dt. \]
\[ \text{(57)} \]

We can also evaluate the correlation between current noise in different terminals \( \Omega_0 \) and \( \Omega_0 \) by the cross-PSD \( S_{\text{op}}(f) = \)
and thus decreases measurement accuracy.

\[ C_f(t) = I_n(t) + \Delta I_n(t) \]

Thus, the noise auto-correlation function is given by

\[ \langle I_n(t)I_n(t+\tau) \rangle = C_f(t) \]

The frequency resolution is \( 1/T \) (Hz), and the upper limit of the frequency band is \( 1/T \times N_T = r \) (Hz).

First, let us consider the case of an infinitely fast \( r = \infty \) and long \( T = \infty \) measurement. In this case, because \( C(m) \) is a delta-type function, \( S_f \) becomes a white-noise spectrum over the whole frequency band.

In actual experiments, \( r \) is finite, and the measurement has to be completed in a finite time \( T \). In this case, we need to analyze a finite number of discrete time-domain data [see Fig. 5(b)]. Here, we first consider the case of finite \( r \) while assuming \( T = \infty \). Because \( C(m) \) is a discrete delta-type function [black dashed line in Fig. 5(c)], \( S_f(p) \) takes a fixed value \( S_f^0 \) [black dashed line in Fig. 5(d)] in the “effective frequency band”, which is determined by the upper-frequency limit of the measurement (typically about 0.4 \( r \) Hz); the factor 0.4 reflects a low-pass filtering generally applied to prevent aliasing errors. The histogram analysis of the data in the effective band is shown in the upper panel in Fig. 5(e), where all the data points are on \( S_f^0 \). One can accurately estimate \( S_f^0 \) from the measured \( S_f^0 \) as \( S_f^0 = S_f^0/A^2 \), where \( A \) is the gain of the amplifier.

Let us consider a current-noise measurement in a finite time (\( T \neq \infty \), and hence \( N_T \neq \infty \)). In this case, to avoid the influence of the data truncation, one needs to multiply the time-domain data by a window function, e.g., Hanning window. In contrast to the \( T = \infty \) case, \( C(m \neq 0) \) fluctuates around \( C = 0 \) [red line in Fig. 5(c)], causing the fluctuation of \( S_f(p) \) in the effective frequency band [red line in Fig. 5(d)]. The middle panel in Fig. 5(e) shows the histogram analysis of the \( S_f(p) \) data. The current-noise intensity is given by the peak \( S_f(p) \) value \( S_f^0 = (S_f(p)) \), and the accuracy of the analysis can be evaluated by the standard deviation \( \sigma = \sqrt{(S_f(p) - (S_f(p)))^2} \). Because \( \sigma \) decreases in inverse proportion to \( \sqrt{N_T} = \sqrt{r \times T} \), the accuracy is improved by increasing \( r \) or \( T \).

So far, we have discussed current-noise measurements using a noiseless amplifier and ammeter. Conversely, below, we consider the influence of extrinsic noise generated in these
measurement devices. When the input-referred noise of the amplifier and the ammeter is given by $S_{\text{amp}}^I$ and $S_{\text{meas}}^I$, respectively, the relation between $S^I$ in a sample and the measured noise $S^I$ is described as

$$S^I = A^2(S^I + S_{\text{amp}}^I) + S_{\text{meas}}^I.$$  

(62)

When the gain $A$ is large enough to hold $A^2 \times S_{\text{amp}}^I \gg S_{\text{meas}}^I$, $S_{\text{amp}}^I$ dominates the extrinsic noise in the measurement setup.

The extrinsic noise enhances both $C(m)$ peak at $m = 0$ and fluctuation at $m \neq 0$ [green line in Fig. 5(c)], resulting in the increase in $(S^I(p))$ from $S_1^I$ to $S_2^I$ and the fluctuation of $S^I(p)$ in the effective frequency band [green line in Fig. 5(d)]. The lowest panel in Fig. 5(e) displays the histogram representation of the $S^I(p)$ data. The measurement accuracy for $S_2^I = S_1^I/A^2 - S_{\text{amp}}^I$ drops due to the increase in $\sigma$

Although the accuracy can be improved by increasing $T$ and/or as in the noiseless-measurement case, $S_{\text{amp}}^I$ is often larger than $S_1^I$ so that it takes a long time to obtain high accuracy. Thus, the extrinsic noise in the measurement devices degrades the efficiency of current-noise measurements.

When one uses two current amplifiers in series, the relation between $S^I$ and $S^I$ is given by

$$S^I = A_1^2(A_2^2(S^I + S_{\text{amp}}^I) + S_{\text{meas}}^I) + S_{\text{amp}}^I.$$  

(63)

Here, $A_1$ and $S_{\text{amp}}^I$, respectively, are the gain and the input-referred current noise of the first amplifier, and $A_2$ and $S_{\text{amp}}^I$ are those of the second one. When $A_1$ is large enough to hold $A_1^2 \times S_{\text{amp}}^I \gg S_{\text{amp}}^I$, the influence of $S_{\text{amp}}^I$, as well as $S_{\text{meas}}^I$, can be neglected, and $S_{\text{amp}}^I$ dominates the system performance.

3.3 Noise sources in a mesoscopic device

Generally, a mesoscopic device has a variety of current-noise origins, each of which has its characteristic PSD [Fig. 6(a)]. One important example is $1/f$ noise (red line), which originates from the trapping of electrons in unintentionally formed discrete levels in a sample.\(^{15,22,23}\) While we have considered a measurement for white noise above, we take the frequency dependence into account below.

Figure 6(b) shows a representative current-noise PSD in a QPC fabricated in a two-dimensional electron system (2DES).\(^{24,25}\) Whereas shot noise and thermal noise, respectively, have broadband spectra up to gigahertz frequencies depending on the applied bias (eV) and temperature ($k_B T_e$), they can be regarded as white noise at low frequencies (typically below a few hundred megahertz). Indeed, in Fig. 6(b), one observes that the current noise is almost independent of frequency from 100 kHz to 100 MHz, where shot noise and thermal noise are dominant. Most shot-noise measurements evaluate the PSD in this white-noise regime.

At very low frequencies, we observe that the PSD monotonically increases with decreasing frequency due to $1/f$ noise and random telegraph (RT) noise [Fig. 6(a)]. This prevents us from evaluating the shot noise and thermal noise. The frequency at which the $1/f$-noise intensity is comparable to that of white noise is often referred to as the corner frequency ($f_c$). For example, $f_c$ is typically about 100 kHz for a sample fabricated in a GaAs-based heterostructure. Besides, the quantum noise [Fig. 6(a)], which is out of the scope of this review, becomes dominant at very high frequencies.

3.4 Calibration of noise-measurement systems

In estimating $S^I$ from the measured noise $S_{\text{meas}}^I$, it is essential to know precisely the gain $A$ and input-referred noise $S_{\text{amp}}^I$ of the amplifier [see Eq. (62)]. We also need to know the unintentional attenuation of the current noise in the wiring between the sample and measurement instruments. Meeting these requirements requires the calibration of an experimental setup. Below, we introduce two techniques often used for calibrating noise-measurement setups.

3.4.1 Calibration by thermal-noise measurement

When a sample is in thermal equilibrium (no bias applied), thermal noise $S_{\text{th}}^I$ dominates current noise $S^I$. The magnitude of the low-frequency thermal noise is described as

$$S_{\text{th}}^I = 4k_B T_e \Re(Y),$$  

(64)

where $T_e$ is electron temperature, $Y$ is admittance of the sample, and $\Re(Y)$ is the real part of $Y$, namely dc conductance $G$.

Let us consider the change in $S^I$ induced by varying $T_e$ or $G$.\(^{26–29}\) Suppose that $S^I$ is given by $A^2(S^I + S_{\text{amp}}^I)$ [see Eq. (62)]. An increase in temperature from $T_e$ to $T_e + \Delta T_e$ results in an increase in $S_{\text{th}}^I$ and hence $S^I$ to $S^I + \Delta S^I$, where $\Delta S^I \equiv S^I(T_e + \Delta T_e) - S^I(T_e)$. The gain $A$ can be evaluated as $A = [\Delta S^I/4k_B T_e \Re(Y)]^{1/2}$. Note that $A$ is the total gain of the whole measurement system, including the amplifier’s gain and the attenuation in the wiring, and we describe “$A$” for both gains with and without the attenuation for simplicity. $S_{\text{amp}}^I$ can be evaluated by extrapolating the $T_e$ dependence of $S^I$ to $T_e \to 0$ [$S_{\text{amp}}^I = S^I(T_e \to 0)/A^2$].

3.4.2 Calibration by shot-noise measurement

Shot noise is caused by stochastic charge-scattering processes in a conductor [see Eqs. (50) and (54)]. When

Fig. 6. (Color online) (a) Schematic of noise PSDs of several noise sources. (b) Simulated current-noise PSD in a spin-degenerated QPC of the conductance $0.5 \times 2e^2/h$. We assumed that temperature is 100 mK, source-drain bias is 100 µV, and the $1/f$ corner frequency is 10 kHz.\(^{24,25}\)
the scattering process is well known, shot noise is also useful for calibrating the measurement system.

Let us consider simple scattering processes of transmission probability \( T \ll 1 \). When a current flowing through the scatterer is given by \( \langle I \rangle \), shot noise \( S_{\text{shot}}^I \) at zero temperature is given by

\[
S_{\text{shot}}^I = 2e\langle I \rangle. \tag{65}
\]

At finite temperature, Eq. (65) is modified to

\[
S_{\text{shot}}^I = 2e\langle I \rangle \left[ \coth \left( \frac{eV}{2kT_e} \right) - \frac{2kT_e}{eV} \right]. \tag{66}
\]

Note that Eq. (66) is obtained by subtracting \( 4k_B T_e G \) from \( S^I \) on the right-hand side of Eq. (50) (see discussion in Sect. 2.2.5). From the measured \( \langle I \rangle \) dependence of \( S^I \), one can estimate the amplifier’s gain as \( A = (\Delta S^I/2e\Delta \langle I \rangle)^{1/2} \), where \( \Delta S^I \) and \( \Delta \langle I \rangle \) are the changes in \( S^I \) and \( \langle I \rangle \), respectively. Electron temperature is evaluated from a fit to the experimental data with Eq. (66).30–32 The amplifier’s noise \( S_{\text{amp}}^I \) is obtained by substituting \( S_{\text{th}}^I = 4k_B T_e G \) into

\[
S_{\text{amp}}^I = S^I(\langle I \rangle = 0)/A^2 - S_{\text{th}}^I. \]

Thus, one can evaluate both \( A \) and \( S_{\text{amp}}^I \) from the shot-noise measurements.

3.5 Examples of current-noise measurements

Noise-measurement techniques can be categorized into several groups. This section describes the concept, advantages, and drawbacks of each category by introducing examples from past experiments.

Before starting the discussion, we summarize some assumptions. First, we assume that a sample is placed in a cryostat to focus on quantum transport at low temperatures. The current noise generated in the sample is taken from the cryostat to focus on quantum transport at low temperatures.

Before starting the discussion, we summarize some examples from past experiments. Noise-measurement techniques can be categorized into several groups. This section describes the concept, advantages, and drawbacks of each category by introducing examples from past experiments.

3.5.1 Measurement setup using a voltage amplifier

Current noise \( \Delta I \) causes voltage noise \( \Delta V = \Delta I \times R \) between the input and output terminals of a sample (resistance \( R \)). One of the simplest experimental techniques for evaluating \( \Delta V \) is to measure \( \Delta V \) with a voltage amplifier and a high-speed voltmeter, as shown in Fig. 7(a). Figure 7(c) shows a schematic of the measurement setup using this technique reported in Ref. 33. The sample is a QPC fabricated in a 2DES in an AlGaAs/GaAs heterostructure. Voltage noise \( \Delta V = \Delta I/G_{\text{QPC}} \) between the input and output terminals flows through coaxial cables and is amplified to \( \Delta W = A \times \Delta V \) at room temperature. Here, \( G_{\text{QPC}} \) is the two-terminal conductance of the QPC, and \( A \) is the amplifier’s gain. The spectrum analyzer converts the time-domain data \( \Delta W(t) \) to the noise auto-correlation PSD \( S^W(f) \equiv 2(\Delta \Delta W(t)^2)/\Delta f \). In this setup, the relation between \( S^I \) and \( S^W \) is given by

\[
S^W = A^2 \times \left( S^I/G^2_{\text{QPC}} + S_{\text{input}}^V \right) + S_{\text{output}}^V. \tag{67}
\]

where \( S_{\text{input}}^V \) is the PSD of the input-referred voltage noise of the amplifier, and \( S_{\text{output}}^V \) is the extrinsic noise raised after the amplification.

In the experimental setup shown in Fig. 7(c), both time-domain data \( \Delta W_1(t) \) and \( \Delta W_2(t) \), on the right- and left-hand sides of the Hall-bar, respectively, are analyzed to evaluate their cross-correlation \( S_{12}^W(f) \equiv 2(\Delta \Delta W_1(t)\Delta \Delta W_2(t))/\Delta f \). When both the gain and input noise of the two amplifiers are the same (\( A_1 = A_2 = A \) and \( S_{\text{input}}^V = S_{\text{input}}^V \)), \( S_{12}^W \) is described as

\[
S_{12}^W = A^2 \times \left( S^I/G^2_{\text{QPC}} + S_{\text{input}}^V \right). \tag{68}
\]

Note that the output noise of the two amplifiers are washed out for large \( N_f \) because they do not correlate, hence the cross-correlation measurement suppresses the influence of the extrinsic noise.

The above measurement setup can be made using commercially available amplifiers and a spectrum analyzer. Because of its simplicity, this method is useful for some
current-noise measurements; it was applied for measuring shot noise generated by spin accumulation in a tunnel-magneto-resistance device.35) For example, on the other hand, it only works at very low frequencies because sample resistance $R$ and the stray capacitance $C_{\text{Coax}}$ of coaxial cables form an RC low-pass filter to set an upper-frequency limit [cut-off frequency $f_{\text{RC}} = 1/(2\pi RC)$]. The RC filtering is problematic, particularly when $f_{\text{RC}}$ is lower than the corner frequency of the $1/f$ noise. In this case, the $1/f$ noise buries other noises over the entire range of the measurable frequency band, preventing us from evaluating the shot noise.

The frequency bandwidth can be expanded by shunting the output terminal of a sample to ground with a load resistance $R_L$ smaller than $R$ [see Fig. 7(b)].35–38) The drawback is that this method suppresses the magnitude of the voltage noise by a factor of $[R_L/(R + R_L)]^2$, which degrades the resolution of the current-noise measurement.

3.5.2 Measurement setup using an inductor-capacitor resonant circuit

In the experimental setup explained above [see Fig. 7(a)], the resistance of a sample ($R \approx h/e^2 \approx 26\, \text{k} \Omega$) and the stray capacitance ($C_{\text{Coax}} \sim 100\, \text{pF}$) typically gives $f_{\text{RC}} \approx 100\, \text{kHz}$. This $f_{\text{RC}}$ value is sometimes not high enough for some current-noise measurements. A method using an inductor-capacitor (LC) resonant circuit has been widely used to solve this problem.26–29 Figure 8(a) shows the typical measurement setup. The dc output current flows to ground through the inductor $L$ at low temperature. The inductor forms an LC resonant circuit with $C_{\text{Coax}}$ to have a high impedance $Z_0$ at the resonance frequency $f_{\text{LC}} = 1/(2\pi\sqrt{LC_{\text{Coax}}})$. Current noise $\Delta I$ generated in a sample causes voltage noise $\Delta V = \Delta I \times Z_0$ near $f_{\text{LC}}$. By choosing an appropriate value of parameter $L$, one can set $f_{\text{LC}}$ much higher than the $1/f$ corner frequency $f_c$ and thus enable the evaluation of the shot noise. This method is suitable for measuring current noise in various mesoscopic devices, such as QPCs,39–41) QH devices,42) and quantum dots (QDs).9,43)

Whereas this technique successfully excludes the influence of $1/f$ noise, it has a narrow frequency bandwidth. The narrow bandwidth decreases the number of data points available for the analysis, which increases the standard deviation $\sigma$ of $S^I$ data (see discussion in Sect. 3.2). A cryogenic low-noise amplifier is often used to compensate for the degradation of the resolution.

Note that one needs to carefully calibrate the measurement setup at low temperature because $Z_0$ of the LC circuit and the performance of a cryogenic amplifier differ from those at room temperature (see discussion in Sect. 3.4).

Figure 8(b) is an example of experimental setups using LC resonant circuits.26) Current noise generated in a sample causes voltage noise near the resonance frequency $f_{\text{RLC}} \approx 2\, \text{MHz}$ of the resistor-inductor-capacitor (RLC) circuit. The voltage noise is amplified by a homemade cryogenic common-source amplifier at 4.2 K and then taken out of the cryostat using a 50-$\Omega$ impedance-matched coaxial cable. The output current noise is again amplified at room temperature and recorded by an analog-to-digital converter (digitizer) for the FFT analysis. The low-noise performance of the cryogenic amplifier contributes to increasing the resolution.

The resolution is further improved by evaluating the cross-correlation between the two measurement lines.

Figure 8(c) displays representative experimental results of the auto-correlation PSD $P_i$ ($i = 1$ or 2) and the real ($X_i$) and imaginary ($Y_i$) parts of the cross-correlation PSD. Both $P_i$ and $X_i$ show RLC resonance line shapes. The shot noise generated in the sample is estimated from the peak height, which can be evaluated by a Lorentzian fit, as shown for $X_R$ in the inset.

3.5.3 Measurement setup using a transimpedance amplifier

In the two methods introduced above, current noise is converted to voltage noise and then amplified by a voltage amplifier. On the other hand, a transimpedance amplifier (TA), which converts a current noise $\Delta I$ to voltage noise $\Delta V$ with high transimpedance $Z_{\text{trans}} = \Delta V/\Delta I \approx R_{\text{FB}}$, can also be used for current-noise measurements.44) Here, $R_{\text{FB}}$ is the feedback resistance. Figure 9(a) shows a schematic of a measurement setup using a TA. The TA converts $S^I(f)$ generated in a sample to $S^V_{\text{trans}}(f) = [Z_{\text{trans}}/f^2]^2 S^I(f)$.

Compared with the LC resonant circuit (see Sect. 3.5.2), the wider frequency bandwidth of a TA enables us to use many data points for the histogram analysis, enhancing the resolution of current-noise measurements [see Fig. 5(e)]. For example, in Ref. 44, although the input-referred noise of a TA is relatively high (higher than that of the common-source HEMT amplifier in Ref. 39), the resolution is as
into the sample through the ohmic contact shot noise generated at the QPC is evaluated by measuring the re-circuit.39)

good as that of a measurement setup using an LC resonant circuit.39)

It is important to note that this method is advantageous for two-current cross-correlation measurements because the TA’s low-input impedance suppresses crosstalk caused by capacitive couplings. For example, when the input impedance of the amplifiers is 10 kΩ, the capacitive coupling of 1 pF induces crosstalk of about 6% at 1 MHz (voltage noise ΔVΔ in one of the measurement-lines leads to ΔVΔ = 0.06ΔVΔ in the other line), while it is only 0.06% in the case of 100 Ω input impedance.

Figure 9(b) shows a schematic of a shot-noise measurement on a QPC fabricated in a QH system using TAs (see Sect. 5.3.1), and Fig. 9(c) shows a representative result. Current noise ΔIΔ and ΔIΔ at ohmic contacts ΔΩ and ΔΩ were measured, and their cross-correlation SΔ was evaluated. The experimental data (diamonds) agrees very well with the theoretical curve (solid line), demonstrating the high reliability of this measurement technique.

While the above experiment used TAs based on HEMTs,44) a TA using a superconducting-quantum-interference device (SQUID) can also be employed for current-noise measurements.55–47) The advantage of the SQUID is that it can be placed on a mixing-chamber plate, namely close to a sample, because of its small energy consumption. However, it cannot be used at finite magnetic fields due to the breakdown of the superconductivity.

### 3.5.4 High-frequency shot-noise measurements

While above we have introduced shot-noise measurements in the white-noise limit, other experiments have demonstrated shot-noise measurements at higher frequencies. The gigahertz shot-noise intensity corresponds to the number of gigahertz photons generated by charge scattering; hence, measuring it is important for understanding the correlation between electrons and photons in mesoscopic systems. Such high-frequency measurements can provide unique information on correlated electron systems, for example, the Josephson frequency in fractional QH systems.48,49)

Figure 10(a) presents a schematic of a high-frequency shot-noise measurement (from 4 to 8 GHz).50) Shot noise is generated at a QPC placed on a coplanar waveguide due to a dc source-drain bias applied through bias-tee circuits. The high-frequency shot noise enhanced by the reflections at both ends of the coplanar waveguide is amplified by a cryogenic low-noise-amplifier (LNA) and a room-temperature amplifier before it is detected as rf photons by photodiodes. Although LNAs usually generate large extrinsic noise, circulators installed at low temperatures prevent its backflow to the sample. Thus, cryogenic high-speed measurement techniques has allowed rf shot-noise detection.

High-frequency shot noise can also be measured using an on-chip photon detector.20,24,25,51) Figure 10(b) shows a schematic of such a measurement using a double quantum dot (DQD), which detects the shot noise generated in a nearby QPC.25) When the DQD absorbs a photon emitted from the QPC, the energy of which corresponds to the energy-level separation δ in the DQD, an electron located in the left QD (QD1) is transferred to the right QD (QD2) to be measured as a current flowing through the DQD. This process allows us to perform frequency-selective shot-noise detection by tuning δ with gate voltages. Figure 10(c) shows representative shot-noise PSDs measured as a function of the level separation (δ = Δ12). For the three different source-drain biases applied to the QPC, the PSDs agree well with the theoretical shot-noise curves (dashed lines) over a broad frequency range (from 15 to 80 GHz). Similar on-chip rf shot-noise detection has also been demonstrated using carbon nanotubes52) and semiconductor nanowires.53) High-frequency shot noise has also been measured by bolometric-detection techniques using a 2DES as a detector.40,54)

### 3.5.5 Counting of single electrons

If one monitors all the electrons flowing through a sample, the obtained time-domain data provide perfect information on the probability distribution of the electron scattering process. Although such a measurement is difficult for general mesoscopic devices, it has been achieved for QD devices, thanks to their small number of transmitted electrons per unit time and charge detectors sensitive enough to the charging effect in QDs.55–58)
Figure 11(a) shows a schematic of a counting-statistics experiment for a series DQD.56) The QPC asymmetrically coupled to the DQD operates as a charge detector because the transmitted current $I_{\text{PC}}$ flowing through it depends on the electron numbers $(n,m)$ in the left and right QDs, respectively. Figure 11(b) shows representative time-domain data of $I_{\text{PC}}$ measured under different DQD conditions. The stepwise fluctuation of $I_{\text{PC}}$ reflecting changes in $(n,m)$ enables us to monitor the one-by-one electron transport through the DQD. Figure 11(c) shows the result of a histogram analysis for the number of electron transmissions during a time interval. Second-order noise $S = e^2\langle \Delta N^2 \rangle/T_{\text{avg}}$ and third-order noise $C = e^3\langle \Delta N^3 \rangle/T_{\text{avg}}$ are estimated from the fit, where $\Delta N = N - \langle N \rangle$ and $T_{\text{avg}}$ is the averaging time. Panels are reprinted with permission from Ref. 56. © (2006) American Association for the Advancement of Science.

4. Examples of Shot Noise Studies

The purpose of this review is to show what can be learned from a combination of current and current-noise measurements. We present several shot-noise experiments that are helpful for this purpose. Before discussing the quantum many-body phenomena in Sect. 5, in this section, we introduce experiments, most of which can be understood within the Landauer formalism based on the single-particle picture. Although excellent studies were performed in the 1990s as well, we mainly focus on experiments that have been conducted since the previous reviews published around 2000.4–6)

4.1 Single-channel transport through a QPC

The shot-noise formula [Eq. (54)] has been quantitatively verified in experiments on QPCs, where the number of conduction channels and their transmission probabilities can be precisely controlled. Therefore, here we first address the shot noise in a QPC.

A QPC is often fabricated in a 2DES formed in a GaAs/AlGaAs heterostructure using a pair of gate electrodes (“split-gate” electrodes). A negative split-gate voltage depletes the 2DES underneath the electrodes, as shown in Fig. 12(a), and then decreases the width of the 2DES constriction. The constriction works as a point contact between the two large higher-order cumulants can be evaluated in counting-statistics experiments.
2DES regions. In a high-mobility 2DES, the electron mean free path can be much longer than the length of the constriction (typically \( \approx 1 \) \( \mu \)m) so that electrons are ballistically transmitted through it. When the constriction width is comparable to the Fermi wavelength (\( \approx 40 \) nm for electrons in a typical 2DES), only a small number of conduction channels exist in the constriction, and the transmission probability \( T \) of each channel can be varied continuously as a function of the gate voltage. In such a case, the conductance shows a stepwise or “quantized” behavior due to the electron’s wave nature; therefore, the constriction is called a QPC.

Figure 12(b) shows typical conductance-quantization data obtained from a QPC formed in a high-mobility (1,000–2,000 m\(^2\)/Vs) 2DES.\(^{41} \) When the gate voltage is increased from the pinch-off voltage (\( \approx -1.9 \) V), conductance \( G \) increases in a stepwise manner with a unit of \( 2e^2/h \), where factor 2 reflects the spin degeneracy. The conductance plateaus around \(-1.8 \) and \(-1.65 \) V indicate that each conduction channel is fully transmitted or reflected. Such conductance quantization, which is fully explained by Eq. (51), was first reported in 1988.\(^{59} \) Today, one can observe more than 20 conductance steps (\( \sim 20 \times 2e^2/h \)) for a high-quality QPC.\(^{59,60} \)

Immediately after the first QPC experiment,\(^{59} \) shot noise in a QPC was intensively studied both theoretically\(^{61-64} \) and experimentally.\(^{33,41,65-67} \) Figure 12(c) displays the shot-noise data, namely the Fano factor (circles) estimated from the bias dependence of the current noise [see Eq. (54)], observed in the QPC, the conductance \( G \) of which is shown in Fig. 12(b).\(^{41} \) The experimental data agree very well with the theoretical curve (solid curve) calculated using Eq. (53); for example, both experimental and theoretical values are zero at \( 2e^2/h \) and \( 4e^2/h \). The inset of Fig. 12(c) shows the measured Fano factor over a wider range of \( G \) (up to \( \approx 10 \times 2e^2/h \)), again demonstrating the agreement between the experiment and theory. These data indicate that the shot noise is generated only in the channel of intermediate transmission probability (\( 0 < T < 1 \)).

It is important to note that at low temperatures, the electron occupation probability in the leads is either 0 or 1 at each energy (see Sect. 2.2.2). In this case, the impinging current does not fluctuate, and hence, the excess noise, or the shot noise, directly reflects the scattering process at the sample (here, a QPC).\(^{34,68} \)

Because the shot noise generated in a QPC is well explained by considering electron partitioning in each conduction channel, the stepwise conductance trace in Fig. 12(b) and the shot-noise result in Fig. 12(c) provide the same information. In contrast, below we introduce several experiments on two-channel transport, where the shot noise provides information different from the conductance.

### 4.2 Two-channel transport

Let us consider spin-dependent transport through the lowest one-dimensional subband in a QPC. Here, the transmission probabilities of spin-up and spin-down electrons are given by \( T_\uparrow \) and \( T_\downarrow \), respectively. The conductance \( G \) through the QPC is described as

\[
G = \frac{e^2}{h} (T_\uparrow + T_\downarrow). \tag{69}
\]

From Eq. (53), the Fano factor \( F_{sp} \) is written as

\[
F_{sp} = \frac{(1 - T_\uparrow)T_\downarrow + (1 - T_\downarrow)T_\uparrow}{T_\uparrow + T_\downarrow}. \tag{70}
\]

Because we can evaluate both \( T_\uparrow \) and \( T_\downarrow \) by solving these two equations, the combination of conductance \( G \) and shot-noise \( (F_{sp}) \) measurements enables a fully quantitative estimation of the transmission probabilities.

The spin polarization \( P \) of the transmitted current can be defined as \( P \equiv |T_\uparrow - T_\downarrow|/(T_\uparrow + T_\downarrow) \). When \( P = 0 \), namely \( T_\uparrow = T_\downarrow = T_0 \), we obtain \( F = 1 - T_0 \) from Eq. (70). On the other hand, when \( P > 0 \), we find

\[
F_{sp} = \frac{(1 - T_\uparrow)T_\downarrow + (1 - T_\downarrow)T_\uparrow}{T_\uparrow + T_\downarrow} < 1 - \frac{T_\uparrow + T_\downarrow}{2}. \tag{71}
\]

This relation tells that the spin polarization always decreases the shot-noise intensity, as visually presented in Fig. 13.

#### 4.2.1 Spin polarization

One of the authors of this review performed a shot-noise
measurement to evaluate the spin-polarized transport in a solid-state Stern–Gerlach type experiment. The device was a QPC in a 2DES in an InGaAsP/InGaAs heterostructure, where the spin–orbit interaction is significant. In this device, the Rashba spin–orbit interaction emerges due to the potential modulation at the edges fabricated by chemical etching. Electrons propagating through the constriction undergo the spatial modulation of the effective magnetic field induced by the spin–orbit interaction, resulting in the separation of propagation trajectories between spin-up and spin-down electrons.

Figure 14 shows the results of measurements performed at a zero magnetic field at 4.2 K. The solid curve in Fig. 14(b) shows the QPC conductance $G$ as a function of the side-gate voltage ($V_{SG}$). The conductance shows a plateau at $0.5(2e^2/h)$ between $V_{SG} = -3.15$ and $-3.25$ V, suggesting the lifting of the spin degeneracy at a zero magnetic field. Figure 14(a) plots the Fano factor $F$ evaluated by shot-noise measurements as a function of $G$. The measured $F$ is smaller than the theoretical curve calculated assuming spin degeneracy, namely $P = 0$ (dashed line) and is close to the one assuming $P = 1$ (dotted line). The observed Fano-factor reduction is the signature of spin polarization. When we solve Eqs. (69) and (70) together using the measured $G$ and $F$ values, $T_f$ and $T_r$ are evaluated as shown in Fig. 14(b). They differ from each other below $G = 0.5(2e^2/h)$. Figure 14(c) summarizes the $V_{SG}$ dependence of $P$, where one observes $P \approx 0.7$ at $0.5(2e^2/h)$ and its further increase at lower $G$.

The theoretical simulation well supports the observed spin-polarized transport; it demonstrates that the narrowing of the transport channel enhances the reflection rate of the spin-down electrons more than that of the spin-up ones, resulting in the spin polarization of the transmitted current.

The above results point to the potential of the Stern–Gerlach-type device as a spin-polarized-current source in spintronics applications, and at the same time, demonstrate the usefulness of combining conductance and shot-noise measurements for analyzing two-channel transport.

### 4.2.2 0.7 conductance anomaly

Since the mid 1990s, many experiments reported a peculiar conductance behavior of QPCs fabricated in standard GaAs/AlGaAs heterostructures. An unexpected plateau-like structure appears below the first conductance plateau at $2e^2/h$, often near $0.7 \times 2e^2/h$; therefore, the behavior is referred to as the “0.7 (conductance) anomaly”. Various theoretical and experimental studies have attempted to find the origin of the 0.7 anomaly (e.g., Refs. 70 and 71). However, even now, its origin and the mechanism are not completely understood. Here, we introduce a few theoretical and experimental works related to the shot-noise studies (for details of the 0.7 anomaly, see the special section in J. Phys.: Condens. Matter published in 2008[23]).

In 1996, Thomas et al. experimentally demonstrated that the 0.7 anomaly continuously changes to a spin-polarized conductance plateau at $e^2/h$ by applying an in-plane high magnetic field.[73] This observation suggests that the spontaneous spin polarization at a zero magnetic field is responsible for the 0.7 anomaly. Another important observation is the resemblance between the 0.7 anomaly and the Kondo effect observed in QDs.[74] In contrast to QDs, a QPC does not have a well-defined localized state; however, theories have discussed the idea that spin-dependent localized states could appear even in a QPC[75] and that the Kondo effect via the localized state could be the origin of the 0.7 anomaly.[76]

Shot-noise studies have been performed to obtain more profound insight into this phenomenon.[67,74,77] The experiments have found that the 0.7 anomaly causes the Fano factor reduction, as seen in Fig. 13. One possible explanation for this observation is spin-polarized transport, as in the case of the Stern–Gerlach-type experiment (see the last subsection). However, in contrast to the Stern–Gerlach-type experiment...
that can be understood within the single-particle picture, the
0.7 anomaly manifests the presence of a spin-related many-
body effect and requires more careful analysis to identify its
origin. We expect that recent progress in Kondo physics (see
Sect. 5.2) may provide a better understanding of the 0.7
anomaly.

4.2.3 Spin current
While we have discussed shot-noise measurements on
spin-polarized transport in semiconductor devices, they have
also been employed to evaluate spin-polarized transport in
metallic devices. Such experiments are of particular impor-
tance to spintronics, where spin current, a flow of spin
angular momentum, is the central issue.

Here, we take Schottky’s discussion in 1918\(^{17}\) one step
further. Because an electron carries charge and spin, the
discrete nature of spin, as well as that of charge, may cause
current noise. Therefore, it is natural to ask whether shot
noise is generated when a tunnel barrier scatters spin current,
as shown in Fig. 15(a).

In the zero-temperature case where the Fano factor is one,
shot noise generated at a tunnel barrier is described as
\[ S = 2e^2|\langle I_+ \rangle | + |\langle I_- \rangle | \]
within the single-particle picture, where \( I_+ \) (\( I_- \)) is the charge current of spin-up (spin-down)
electrons [Fig. 15(a)]. Charge and spin currents are defined as
\[ I_C = I_+ + I_- \]
and
\[ I_S = I_+ - I_- \],
suppose that a pure spin current impinges on the barrier (\( I_C = 0 \) and \( I_S > 0 \)). In this case, although no net current flows through the barrier
because \( I_+ = -I_- \), finite shot noise is generated proportionally to \( \langle I_+ \rangle + \langle I_- \rangle \) [Fig. 15(b)]. This equation manifests
the idea that the shot noise directly measures the amount of
spin current.

Based on this idea, one of the authors of this review
conducted an experiment to detect the shot noise associated
with spin currents.\(^{35}\) In this experiment, a spin-polarized
current \( I_+ \neq I_- \) flowing in a non-magnetic metal was applied
to a tunnel junction; the spin-polarized current was fed from a
ferromagnetic metal through the other tunnel junction.
Whereas the experiment was performed not for a pure spin
current but a spin-polarized charge current due to a technical
issue, the spin-current-induced shot noise was successfully
detected in the experiment. While there have been numerous
theoretical explanations of spin-current noise since the early
2000s,\(^{78\text{-}81}\) this experiment was its first demonstration to the

best of our knowledge. The spin-current detection by shot-
noise measurement is promising for studying various
spintronics issues, such as spin-transfer torque and thermal
spin phenomena.

4.2.4 Edge mixing
Orbitals, like spins, sometimes lead to two-channel
transport. Shot-noise measurements are helpful in investigat-
ing such two-orbital (or two-pseudo-spin) transport. Here, as
an example, we introduce shot-noise measurements per-
formed on graphene \( pn \) junctions in QH regimes.

Graphene is a typical two-dimensional system that behaves
as a zero-gap semiconductor with Dirac-like linear band
dispersion, where the polarity of charge carriers can be
controlled by applying a gate voltage. When we prepare \( p- \) and \( n- \)-type regions, where charge carriers are holes and
electrons, respectively, in a single graphene device, a \( pn \)
junction is formed at their boundary. A graphene \( pn \) junction
has been extensively studied as a promising candidate for
observing various intriguing phenomena, such as Klein
tunneling\(^{82}\) and the Veselago lens.\(^{83}\)

When graphene is in the QH regime, unique two-channel
transport appears at the \( pn \) junction, as demonstrated in both
experiments\(^{84,85}\) and theories.\(^{86}\) In a QH system, charge
carriers propagate along unidirectional one-dimensional
channels referred to as edge channels, as discussed in
Sect. 5.3. Here, we consider a graphene device, where two
different QH regions (Landau-level filling factor \( \nu_1 \) and \( \nu_2 \))
form a boundary at the center of a sample. In Figs. 16(a) and
16(b), the arrows schematically show the \( n- \) and \( p- \)-type edge
channels in samples with (a) unipolar (\( nn \)) and (b) bipolar
(\( np \)) junctions. In the former case, each edge channel is either
fully transmitted or reflected at the junction and hence
generates no shot noise. In the latter case, on the other hand,
edge channels fed from the left and right reservoirs encounter
each other at the junction bottom, reflecting the opposite
chirality in the \( p- \) and \( n- \)-type regions. The edge channels
copropagate along the junction and then separate again at the

\[ R_n = 1 \]

\[ T_n = |\nu_1|/N \]

\[ T_n = |\nu_2|/N \]

Fig. 15. (Color online) (a) Shot-noise generation by scattering of spin-up and spin-down charge currents at a tunnel barrier. (b) Scattering of a pure spin current. In this case, although the net charge current flowing through the barrier is zero because \( I_+ = -I_- \), shot noise is generated proportionally to \( |\langle I_+ \rangle | + |\langle I_- \rangle | \).

Fig. 16. (Color online) (a) Schematic of QH edge channels in a unipolar graphene device. The edge channels are either fully transmitted or reflected at a boundary of different QH states. (b) Schematic of edge channels in a bipolar graphene device. Because of the opposite chiralities in the \( p- \) and \( n- \)-type regions, the edge channels copropagate along the junction and equilibrate with each other.\(^{86}\)
The $pn$ junction mixes the potentials between the $p$- and $n$-type edge channels during the copropagation.

Let us discuss transport properties of graphene QH junctions in more detail. In the case of a unipolar junction between the $\nu_1$ and $\nu_2$ states, the two-terminal conductance $G_{\text{uni}}$ of the sample is given by

$$G_{\text{uni}} = \min(|\nu_1|, |\nu_2|) \frac{e^2}{h},$$

where $\min(|\nu_1|, |\nu_2|)$ is the lower value between $|\nu_1|$ and $|\nu_2|$ that corresponds to the number of transmission channels through the sample. On the other hand, in the case of a bipolar junction, the $\nu_1$ and $\nu_2$ edge channels are mixed at the junction, as shown in Fig. 16(b). If the charge excitations are evenly redistributed across all the copropagating channels, we can describe the transmission and reflection probabilities of the channels fed from the left contact as $T_n = |\nu_2|/N$ and $R_n = |\nu_1|/N$, respectively (here, $N = |\nu_1| + |\nu_2|$). In this case, $G_{\text{bi}}$ is expressed as

$$G_{\text{bi}} = \frac{e^2}{h} \sum_n T_n = \frac{|\nu_1||\nu_2|}{|\nu_1| + |\nu_2|} \frac{e^2}{h}.$$

Suppose that the edge mixing is caused by elastic charge-scattering processes between the copropagating channels. In this case, the $pn$ junction works as a beam splitter for charge carriers, like a standard QPC does in a GaAs/AlGaAs heterostructure. The Fano factor, which quantifies the shot-noise intensity generated at the junction, is described as

$$F = \frac{|\nu_1||\nu_2|}{(|\nu_1| + |\nu_2|)^2}.$$

For example, Eq. (74) predicts $F = 1/4$ for $(\nu_1, \nu_2) = (\pm 2, \mp 2)$ and $F = 1/16$ for $(\nu_1, \nu_2) = (\pm 2, \mp 6), (\pm 6, \mp 2)$. This equation contrasts with the case of a unipolar junction [Fig. 16(a)], where no carrier partitioning occurs to generate the shot noise.

Several experiments demonstrated that the two-terminal conductance of graphene $pn$ junctions is well explained by Eq. (73). However, one of the authors of this review measured the shot noise in a narrow ($<10\mu m$) $pn$-junction device to confirm the relation in Eq. (74). In the shot-noise experiment, the QH junction was formed by applying a backgate voltage ($V_{bg}$) to tune the carrier density over the whole graphene device and a top-gate voltage ($V_{tg}$) to modify the density in the half area of the device. Figure 17(a) shows a color plot of the measured two-terminal resistance $R$ as a function of $V_{tg}$ and $V_{bg}$ near the Dirac point ($V_g \approx 0$ V and $V_{bg} \approx 10$ V), where the formations of the $nn$, $pn$, $np$, and $pp$ junctions are observed. Figure 17(b) shows the resistance traces along the cross sections in Fig. 17(a) at $V_{bg} = 22, 16, 4$, and $-5$ V. The observed quantized resistances at $R = h/2e^2$ and $h/6e^2$ in the $nn$ and $pp$ regimes exhibit the formation of unipolar QH junctions [Fig. 16(a)]. On the other hand, $R = h/e^2$, $\frac{1}{2}h/e^2$, and $\frac{1}{4}h/e^2$ plateaus in the $pn$ and $np$ regimes demonstrate bipolar QH junctions [Fig. 16(b)]. These results are well explained by Eqs. (72) and (73).
Figure 17(c) shows the current-noise data measured for the unipolar \((\nu_1, \nu_2) = (2, 2)\) \([\{V_{\text{fg}}, V_{\text{bg}}\} = (-0.5 \text{ V}, 16 \text{ V})\), \(R = \frac{h}{2e^2}\)\] junction and the bipolar \((\nu_1, \nu_2) = (6, -2)\) \([\{V_{\text{fg}}, V_{\text{bg}}\} = (2.5 \text{ V}, 4 \text{ V})\), \(R = \frac{2h}{5e^2}\)\] one. Shot noise is absent in the unipolar case, which agrees with the above explanations for Fig. 16(a). The absence of shot noise was observed at \((\nu_1, \nu_2) = (-2, -2)\) and \((2, 6)\), too. In contrast, finite shot noise is observed in the bipolar case. The Fano factor evaluated by the numerical fit is \(0.18 \pm 0.01\), close to the theoretical value of \(3/16 = 0.1875\) [see Eq. (74)]. We also obtained \(F = 0.18 \pm 0.01\) at \((\nu_1, \nu_2) = (2, -6)\). These observations show that the edge mixing in the narrow \(pn\) junction can be regarded as the elastic charge-scattering or “beam-splitting” process between the channels. While it is difficult to fabricate a QPC in graphene, a zero-gap semiconductor with linear dispersion, the above results indicate that a \(pn\) junction works as a beam splitter, which is a fundamental building block for fermion quantum optics in condensed matter (for example, see Refs. 89 and 90).

Note that entirely different experimental results are obtained at a zero magnetic field, namely in non-quantum-Hall systems. Figure 17(d) shows the shot-noise data under the same gate-voltage conditions as in Fig. 17(c). Finite shot-noise generation is observed in both unipolar and bipolar junctions, indicating the difference from the quantum-Hall-junction case. While theories predict \(F = 1 - 1/\sqrt{2} \approx 0.29\) at a zero field, we observed \(F \approx 0.5\) due to the influence of disorder in the sample.92)

A closely related study of a graphene QH \(pn\) junction was reported by Kumada et al. at the same time.93) They measured the \(pn\)-junction-width dependence of the shot-noise intensity to observe a monotonic decrease with increasing junction width. This observation indicates that the copropagating channels relax to the thermal equilibrium state after a long propagating distance, and in the long-channel limit, the \(pn\) junction behaves as a floating ohmic contact.

While we have discussed junction devices in graphene so far, here, we briefly mention the shot noise in a uniform graphene device at a zero magnetic field. Theory predicts shot-noise generation in the ballistic regime even when the graphene is ideally homogeneous, and the Fano factor at the Dirac point is 1/3 in a short and wide graphene strip.90) Interestingly, the Fano factor of \(F = 1/3\) equals that of disordered metals in the classical diffusive regime. The \(F = 1/3\) shot noise in graphene has been under scrutiny in several experiments.93-96)

4.3 Multiple-parameter case

In the last subsection, we discussed transport phenomena dominated by two parameters: the transmission probabilities of spin-up \((T_f)\) and spin-down \((T_d)\) electrons. This subsection shows how shot-noise measurements have been applied to cases of three or more parameters, for example, in the quantum-Hall-effect (QHE) breakdown regime (Sect. 4.3.1) or tunnel-junction devices with multiple tunneling paths (Sect. 4.3.2). Generally, transport properties in such nonequilibrium and/or large systems are difficult to evaluate quantitatively. However, shot-noise measurements sometimes provide critical information to solve such complicated problems.

4.3.1 Breakdown of the QH effect

Here, we introduce experiments in which three different measurements—conductance, shot-noise, and resistively-detected nuclear-magnetic-resonance (RD-NMR) measurements—were performed to investigate the breakdown of the QH effect, a typical non-equilibrium phenomenon in mesoscopic systems.99,100)

As discussed in Sect. 5.3, the QH effect is a phenomenon in which the Hall conductance of a 2DES is quantized in units of \(e^2/\hbar\) under a high perpendicular magnetic field. In a QH regime, the bulk region of a 2DES becomes insulating (incompressible) due to the complete occupation of the Landau levels below the Fermi energy, and chiral one-dimensional channels are formed at the edge of the 2DES. Accordingly, the longitudinal resistance becomes zero, and the Hall conductance is quantized, reflecting the absence of electron backscattering along the edge channels. When one applies a high source-drain voltage to a QH system, the Hall conductance deviates from the quantized value, while the longitudinal resistance takes on a finite value. This nonlinear behavior is referred to as QHE breakdown.101)

It is well known that the quantized Hall resistance of the QH state is used as a resistance standard, and an accurate Hall-resistance measurement should apply a current as high as possible within the linear-response regime. In this context, it is essential to understand the QHE-breakdown mechanism, which is the cause of the nonlinear behaviors at finite bias. Many experiments have been conducted on the breakdown mechanism in macroscopic Hall-bar or Corbino-type samples of several \(\mu\)m to mm in size.101) Current noise in such a macroscopic sample has also been measured to observe the precursory phenomenon of the QHE breakdown, generation of finite excess noise in the linear-response regime.

The QHE breakdown has also been studied as a representative nonequilibrium phenomenon in a mesoscopic system.101) Notably, the breakdown of a spin-polarized QH state has come under scrutiny as a possible source of nuclear spin polarization in GaAs-based heterostructures. In this context, breakdown phenomena in locally-formed mesoscopic QH systems have often been examined in experiments.99,100,103-109) Current-noise measurements are even more potent for investigating such small systems than they are for macroscopic systems.

Below we discuss the QHE breakdown of a local \(\nu = 1\) system formed in a bulk \(\nu = 2\) system.99,100) Figure 18(a) shows a schematic of such a local \(\nu = 1\) system. When one applies a negative split-gate voltage \(V_g\) to form a narrow constriction in the \(\nu = 2\) system, zero-bias conductance through the constriction varies as a function of \(V_g\), as shown by the red trace in Fig. 18(b). The conductance plateau at \(e^2/\hbar (-1.0 \text{ V} < V_g < -0.7 \text{ V})\) indicates the formation of the local \(\nu = 1\) state due to the decrease in electron density in the constriction. When a high source-drain bias \(V_{\text{sd}}\) is applied, the transmitted current varies nonlinearly to break down the conductance plateau [see green and blue traces in Fig. 18(b)]. Intuitively, the most-likely mechanism for such a nonlinear behavior is the spin-conserving tunneling of spin-down electrons between the \(\nu = 2\) edge channels or that of spin-up electrons between the \(\nu = 1\) channels [schematically shown in Fig. 18(a)].
Here, we formulate the transmitted current $I_t$ across the constriction as $I_t = I_1 T_1 + I_2 T_2$, where $I_1 T_1$ is the spin-up (spin-down) current impinging on the constriction and $T_1$ is the transmission probability of the spin-up (spin-down) electrons. If we assume that the inter-channel tunneling current is carried by stochastic electron tunneling, i.e., with no correlation between spin-up and spin-down electrons, then the transmission probability $T_1$ can be estimated by solving the independent equations for the measured conductance, shot noise, and the NMR Knight shift. The solution indicates that the Fano factor $F_C$ of the shot noise monotonically decreases with increasing $V_m$, as shown in Fig. 18(d). The value of $F_C \approx 1/3$ suggests that a classical diffusive conductor is formed in the second nonlinear regime. Although the electron dynamics in this regime is still unclear, the experimental results unambiguously signal the two-step breakdown mechanism, that is, the electron tunneling through the local $\nu = 1$ state in the first step and the breakdown of the incompressibility of the $\nu = 1$ state in the second step.

Here, we again emphasize that combining the three measurement techniques enables us to identify the two-step QHE breakdown. The above experiment clearly indicates that current-noise measurements provide essential information for understanding complicated nonlinear phenomena in nonequilibrium systems. Shot-noise measurements have also served as efficient probes for QHE breakdown in other experiments performed on GaAs/AlGaAs heterostructures and graphene, where collective excitations, refered to as magneto_excitons, play an important role in the breakdown mechanism.
4.3.2 Coherent tunneling

A tunnel junction composed of a thin insulator layer between metals is a representative example of multichannel systems. In contrast to a QPC, where the charge current flows through only a few conduction channels, a large number of channels of small transmission probabilities carry a current through a conventional tunnel junction. This has been confirmed by shot-noise measurements demonstrating the Fano factor $F = 1$ of the Poisson processes. On the other hand, “coherent tunneling” through magnetic tunnel junctions (MTJs)—a highly transmissive tunneling process conserving all of the energy, momentum, and spin—identified in dc transport measurements requires further shot-noise studies for ensuring the highly transmissive nature of the tunneling process. Here, we introduce a shot-noise measurement performed on MTJs showing coherent tunneling.

An MTJ is a junction consisting of a tunnel barrier between ferromagnetic metal layers. The tunneling resistance depends on whether the configuration of the magnetization directions is parallel or antiparallel. The resistance in the former case is lower than that in the latter one, as schematically shown in Figs. 19(a) and 19(b). The magnetization-configuration dependence of resistance, referred to as the tunneling magnetoresistance (TMR) effect, is a vital topic in spintronics.

Compared with an MTJ with an amorphous AlO$_x$ barrier,122–125 an MTJ composed of a crystallized magnesium-oxide (MgO) barrier shows a huge magnetoresistance, exceeding 1,000%.126–128 Theory explains that the presence of coherent-tunneling process only in the parallel configuration is responsible for the huge magnetoresistance.129,130 Shot-noise measurements performed on MgO-based MTJ devices provide evidence of coherent tunneling.121,131 Figures 19(c) and 19(e) show the results of shot-noise measurements in the parallel and antiparallel configurations, respectively (MgO layer thickness of 1.05 nm). The solid curves are fits to the experimental data using Eq. (54). Figures 19(d) and 19(f) present magnified views of a part (surrounded by a dotted-dashed rectangle) of Figs. 19(c) and 19(e), respectively. Figures 19(e) and 19(f) tell that $F$ is very close to 1 ($F = 0.98 \pm 0.01$) in the antiparallel configuration, indicating that the Schottky-type tunneling carries the current; namely, all the tunneling paths have small transmission probabilities ($T_n \ll 1$). On the other hand, the Fano factor is $F = 0.91 \pm 0.01$ in the parallel configuration, as seen in Fig. 19(d). The decrease in $F$ suggests the presence of highly transmissive paths due to the coherent tunneling.129,130 A first-principles calculation for a realistic MgO barrier quantitatively explains the observed shot-noise reduction.132

After the MgO-based MTJ experiments, a similar experiment was performed on an epitaxial-spinel-barrier junction (MgAl$_2$O$_4$) to observe the presence of coherent tunneling.133

4.3.3 Atomic and single-molecule junctions

Shot-noise measurements have also been performed to investigate atomic or single-molecule junctions that show conductance quantization.134 Such junctions are often fabricated using mechanically controllable break-junctions (MCBJs), which enables us to form an ultimately small gap between two metal electrodes and hold atoms or molecules in the gap. Various intriguing phenomena appear in such a junction, depending on the transport properties of both the held atoms or molecules and metal electrodes. For example, Cron et al. measured charge transport through an aluminum MCBJ holding a few aluminum atoms and observed multiple Andreev reflections at the junction.135 The multiple Andreev reflections result in rich features in the current–voltage ($I-V$) characteristics, from which Cron et al. extracted the entire set of transmission probabilities $T_n$, which are referred to as mesoscopic PIN (personal-identification-number) codes. The experiment measured the shot noise to evaluate the effective charge ($2e, 4e, \cdots$) associated with the multiple Andreev reflections.

Shot-noise measurements have also been performed on other atomic or molecular junctions. For example, Fig. 20 shows the Fano factors measured for gold or platinum atomic junctions.136 The data obtained from 200 different MCBJs are scattered close to the theoretical shot-noise curve (see also Fig. 12), manifesting the appearance of quantized channels in such atomic contacts.

The coupling of an electronic system with other degrees of freedom, such as phonons (or vibration modes) of MCBJs, can be probed by shot-noise measurements.137–139 For such measurements, high-stability and high-conductivity molecular junctions, such as the benzene molecular junction,140 are fascinating targets. Another direction of the shot-noise study
of atomic junctions is to combine it with scanning tunneling microscopy (STM).\textsuperscript{141}

4.3.4 Quantum dots

Let us consider electron transport through a QD connected to metallic leads. When the capacitance \( C \) between the QD and the environment, e.g., leads and gate electrodes, is small, the energy \( e^2/2C \) required to add one electron to the QD can be larger than electron temperature \( k_B T_e \). In this case, the number of electrons in the QD changes one by one as a function of the applied gate voltage (Coulomb blockade), and finite conductance through the system is observed when the energy level of the QD and the chemical potential of the leads coincide (Coulomb oscillation). Furthermore, when the QD is as small as the de Broglie wavelength of electrons, separation between discrete energy levels exceeds \( k_B T_e \). In this case, electron transport occurs through each discrete level.

One may expect that Coulomb repulsion in a QD always suppresses the shot-noise intensity to be sub-Poissonian \((F < 1)\), as the Pauli exclusion principle does in a QPC. Actually, sub-Poissonian shot noise was observed in the single-electron tunneling regime.\textsuperscript{142} However, in practice, the shot noise generated in a QD is sometimes super-Poissonian \((F > 1)\),\textsuperscript{51,55,143-150} indicating that electrons are “bunched” when they transmit through a QD.

One of the mechanisms to enhance the shot noise is a non-Markovian process in a QD.\textsuperscript{57,151,152} For example, let us consider a situation where multiple discrete levels exist in the energy window in a voltage-biased QD. When an electron stays in one of the levels, electrons cannot use the other levels to pass through the QD due to the Coulomb blockade. Suppose that the dwell time of each level differs when a long-dwell-time level traps an electron, electron transport is suppressed. Otherwise, the current is enhanced from the average in time. In this way, transmitted electrons are bunched in the time domain. Another mechanism is cotunneling, where multiple electrons are involved in a tunneling process.

As a last note, the mechanism of electron transport through a QD is much simpler when only one discrete level contributes to it. This situation is seen, for example, in a small QD fabricated in a carbon nanotube, where the energy separation between discrete levels is large. In this case, the shot noise generated in the QD is well explained by the standard shot-noise formula \( S = 2e^2(1 - T) \) [see Figs. 27(d) and 28(a)].\textsuperscript{30}

4.4 Fermion quantum optics

The factor \( f_\phi(x)[1 - f_{\phi}(x)] \) in Eq. (40) reflects the Pauli exclusion principle of electrons; in the experiments presented above, the fermionic nature of electrons manifests itself in this factor. In contrast, in the research field referred to as “fermion quantum optics”, the fermionic nature is observed more directly.\textsuperscript{153}

Let us consider a simple example where each of two particles, A and B, randomly takes one of two states, \([1] \) or \([2] \). In this case, possible states are the following four: \([1]_A[1]_B, [2]_A[2]_B, [1]_A[2]_B, \) and \([2]_A[1]_B \). When the two particles are distinguishable, they take the state \([1]_A[1]_B \) \(([2]_A[2]_B)\) with the probability \(P_{11} \) \((P_{22}) = 25\% \) independent of their quantum statistical nature. When they are indistinguishable, in contrast, the probability depends on the quantum statistics; the two particles never take one state together in the case of fermions, while they tend to take the same state in the case of bosons. Thus, compared with classical particles, fermions avoid each other (antibunching), while bosons tend to bunch up (bunching). The quantum statistical nature of particles has a vital influence on the shot-noise generation in their scattering processes.

Bosonic bunching was first observed in 1954 by Hanbury Brown and Twiss. They estimated the angular diameter of stars by measuring the intensity correlation of light.\textsuperscript{154,155} Purcell interpreted the experimental result as reflecting the bosonic bunching of photons.\textsuperscript{156} Since the development of the laser, the Hanbury–Brown–Twiss (HBT) setup [Fig. 21(a)] has been widely examined in quantum optics.

The electron-collision experiment in 1998\textsuperscript{66} and the HBT interference experiment in 1999\textsuperscript{68,157} are well-known early fermion-quantum-optics experiments. In the former, electrons randomly ejected from two different sources, 1 and 2, sometimes collide at a beam splitter, as shown in Fig. 21(b). The collisions, which deterministically output one electron each to the two exits, decrease the number of random scattering events at the beam splitter and thus suppress shot-noise generation. Liu et al. observed shot-noise suppression using a beam splitter fabricated in a 2DES in a GaAs/AlGaAs heterostructure.\textsuperscript{66} In the latter, Henny et al. demonstrated the Fermi statistics of electrons in an HBT experiment.\textsuperscript{157} They prepared the HBT setup shown in Fig. 21(a) using a QH device and observed negative current-noise cross-correlation reflecting the fermionic nature of electrons. On the other hand, Oliver et al. measured the cross-correlation between the two outputs of a beam splitter in the time domain.\textsuperscript{68} While these HBT experiments were performed using GaAs/AlGaAs semiconductor devices, similar experiments were later conducted using graphene\textsuperscript{158,159} and free electrons in a vacuum.\textsuperscript{160}

Another well-known example of a fermion-quantum-optics experiment is Mach–Zehnder interferometry using QH edge channels.\textsuperscript{161} This experiment has confirmed the long coherence length of electron waves in a solid-state device and has stimulated various studies on electron-wave interferometry. Recent experiments have demonstrated co-
herent electron transport over a long distance of 100 µm.\(^{162}\)
A significant example of current-noise studies on such interferometers is the one by Neder et al., who observed exchange interference in a two-particle interferometer.\(^{163}\)
Their study is based on a theoretical proposition of demonstrating electron entanglement in a solid-state device by observing a violation of the Bell inequality.\(^{164}\)
These experiments may lead to unique developments in fermion quantum optics beyond the mere analogy of quantum optics because electronic systems often produce peculiar quantum many-body states. A recent remarkable example is the demonstration of anyonic statistics of fractionally charged quasiparticles in fractional QH states (for details, see Sect. 5.3.3).\(^{42}\)
Whereas the above experiments have examined the fermionic nature of electrons by applying a direct current to a mesoscopic device, recent experiments using high-speed electronics have succeeded in observing scattering processes of individual electrons. One of the core technologies in such experiments is a single-electron source, of which several types have been reported.\(^{165–170}\)
Since shot noise is generated due to the charge discreteness, the shot-noise measurement plays an essential role in evaluating these single-electron sources. Here, we present two experiments demonstrating single-electron sources, one using a quantum-dot device\(^{166,171}\) and another using a Lorentzian electron wave packet.\(^{169}\)

Figure 22(a) shows a schematic of a single-electron source using a QD.\(^{166}\) A single electron (hole) is ejected from a QD by applying square-wave voltage pulses \(V_{\text{exc}}\) to the gate electrode. Reprinted figure with permission from Ref. 166. © (2007) American Association for the Advancement of Science. (b) Scanning electron micrograph of an electron-collision device fabricated on an AlGaAs/GaAs 2DES. Electrons ejected from two single-electron sources collide at a beam splitter. (c) Current noise generated at a beam splitter measured as a function of the time delay \(\tau\) between the electron ejections. Suppression of the noise at \(\tau \approx 0\) reflects antibunching of electrons due to the Pauli exclusion principle. Panels (b) and (c) are reprinted with permission from Ref. 171. © (2013) American Association for the Advancement of Science.

Within a short time, Figure 22(b) shows a schematic of an electron-collision experiment using two quantum-dot single-electron sources.\(^{171}\) When two electrons are incident on the central QPC simultaneously, they collide with each other causing the exchange interference. Figure 22(c) presents the measured current-noise cross-correlation between the two outputs from the QPC as a function of the time difference \(\tau\) between the electron ejections. One observes a suppression of the cross-correlation at \(\tau \approx 0\) ps, which indicates the Pauli exclusion principle of electrons. This experiment can be regarded as a fermionic version of the Hong–Ou–Mandel (HOM) coincidence measurement.\(^{172}\)
5. Current Noise in Quantum Liquids

5.1 Quantum liquids and their non-equilibrium

The behavior of a single particle, an electron, for example, can be explained by solving the Schrödinger equation. On the other hand, it is usually impossible to solve the equation rigorously when many particles correlate. Exotic behaviors of such many-particle systems, which cannot be expected from the single-particle picture, have attracted great attention from researchers in condensed-matter physics. We call such a many-particle system, where many indistinguishable particles correlate, showing liquid-like behaviors, “quantum liquid.”

Quantum liquids have long been an important topic in condensed-matter physics, and now we can understand the equilibrium properties of several quantum liquids to a considerable extent. However, we do not have any generalized method for predicting their non-equilibrium properties; constructing a canonical way for describing non-equilibrium behavior is one of the most significant challenges in modern physics.

Non-equilibrium phenomena are everywhere: light-matter interaction, transistors in electronic devices, chemical reactions, and life. Despite their familiarity with us, such phenomena are inherently challenging to analyze due to their complexity. Quantum liquids provide a quantum-mechanical prototype of such intriguing non-equilibrium issues and serve as good touchstones for understanding non-equilibrium phenomena.

This section discusses shot-noise measurements on three types of quantum liquids, namely those formed by, respectively, the Kondo effect, fractional quantum Hall effect, and superconductivity.

5.2 Non-equilibrium fluctuations in the Kondo effect

5.2.1 Kondo effect and local Fermi liquid

The Kondo effect is a typical quantum many-body phenomenon. The state created by this effect (Kondo state) is a type of quantum liquid called “local Fermi liquid”. In this subsection, we briefly introduce the Kondo effect and discuss the shot noise in a quantum dot (QD) where the Kondo effect emerges.

We start from the Kondo effect in bulk materials. Usually, the electrical resistivity of nonmagnetic metals decreases with decreasing temperature because the electron-phonon scattering is suppressed at low temperature. However, we often observe that the resistivity of nonmagnetic metals with a small number of magnetic impurities (say, 0.1–0.001%) starts to increase at low temperatures, showing a resistivity minimum at a particular temperature. Since the 1930s, this phenomenon had been a long-standing mystery called the “resistivity minimum phenomenon” (for historical background, see Ref. 178). In 1964, Kondo theoretically solved this problem by considering a spin-dependent electron scattering at a single magnetic impurity atom.179

Figure 24(a) shows a random distribution of magnetic impurity atoms with localized spins in a nonmagnetic metal. We assume that each impurity atom has a single discrete level, which the Kondo state starts to form. At sufficiently low T, only one electron can enter it at a time.

At high temperature, the electrons rapidly enter and exit the level one by one on a time scale characterized by the level one by one on a time scale characterized by the Coulomb energy U between the electrons occupying the level is sufficiently large, U >> T, only one electron can enter it at a time.

The fermionic HOM interference effect has also been observed in a Leviton-collision experiment. A Lorentzian pulse excites a collective excitation of electrons without holes. Levitov et al. proposed that a minimal charge excitation, referred to as a Leviton, transferring an elementary charge is possible by controlling the Lorentzian pulse excitation, referred to as a Leviton, transferring an elementary charge.

The measured cross-correlation agrees well with the theoretical curve (solid line), in which the noise suppression effects the HOM interference of Levitons. Reprinted with permission from Ref. 169. © (2013) Sprinter Nature.

Non-equilibrium phenomena are everywhere: light-matter interaction, transistors in electronic devices, chemical reactions, and life. Despite their familiarity with us, such phenomena are inherently challenging to analyze due to their complexity. Quantum liquids provide a quantum-mechanical prototype of such intriguing non-equilibrium issues and serve as good touchstones for understanding non-equilibrium phenomena.
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The Kondo effect is a typical quantum many-body phenomenon. The state created by this effect (Kondo state) is a type of quantum liquid called “local Fermi liquid”. In this subsection, we briefly introduce the Kondo effect and discuss the shot noise in a quantum dot (QD) where the Kondo effect emerges.

We start from the Kondo effect in bulk materials. Usually, the electrical resistivity of nonmagnetic metals decreases with decreasing temperature because the electron-phonon scattering is suppressed at low temperature. However, we often observe that the resistivity of nonmagnetic metals with a small number of magnetic impurities (say, 0.1–0.001%) starts to increase at low temperatures, showing a resistivity minimum at a particular temperature. Since the 1930s, this phenomenon had been a long-standing mystery called the “resistivity minimum phenomenon” (for historical background, see Ref. 178). In 1964, Kondo theoretically solved this problem by considering a spin-dependent electron scattering at a single magnetic impurity atom.179

Figure 24(a) shows a random distribution of magnetic impurity atoms with localized spins in a nonmagnetic metal. We assume that each impurity atom has a single discrete level, which the Kondo state starts to form. At sufficiently low T, only one electron can enter it at a time.

At high temperature, the electrons rapidly enter and exit the level one by one on a time scale characterized by the Coulomb energy U between the electrons occupying the level is sufficiently large, U >> T, only one electron can enter it at a time.
value, meaning that the scattering by the Kondo state is the dominant factor to determine the resistivity. This situation is called the unitary limit, where the Kondo state is a perfect spin-singlet formed around the discrete level of each impurity atom.

The Kondo effect is a phenomenon where the magnetism and resistivity of a nonmagnetic metal gradually change with decreasing temperature due to magnetic impurities. The essence of the Kondo effect lies in that the levels that initially have a resonance state of width $\Gamma$ newly behave according to an energy scale $k_B T_K$ ($k_B T_K \ll \Gamma, U$) due to the presence of the many-body effect $U$ [see Eq. (76) for the expression of $k_B T_K$]. Kondo calls the emergence of this nontrivial energy scale $k_B T_K$ “Fermi surface effect” because the abrupt change in the occupation number at the Fermi surface peculiar to the Fermi–Dirac distribution function is responsible for the logarithmic behavior.\(^\text{177}\) Note that the Kondo effect is not a phase transition but a crossover across $T_K$.

It is also possible to understand the Kondo effect in terms of the “Fermi liquid”, a kind of quantum liquids: Landau proposed a phenomenological Fermi liquid theory in 1956 and gave its microscopic proof based on many-body quantum theory in 1958.\(^\text{181}\) Roughly speaking, as long as the low-energy physics concerns, the Fermi liquid theory enables us to treat an interacting fermion system as if it is a “free” fermion system by renormalizing the interaction. More accurately, due to the renormalization, we have to consider quasi-particles rather than free fermions because there exists residual interaction between quasi-particles.

Landau’s phenomenology describes many-body quantum states in the interacting system using an energy functional. It assumes that the low-energy eigenvalues of the system are the functional of the quasi-particle distribution function’s deviation from the ground state. The excitation energy spectrum expressed in the functional form enables us to predict several observables, such as the effective mass of a quasi-particle and the magnetic susceptibility of the system. For example, in liquid $^4$He, a representative Fermi liquid, we can experimentally determine these parameters and quantitatively predict many-body effects in other physical quantities.\(^\text{182}\) Such a method to describe many-body states by a few parameters was also successful in Kondo physics in the 1970s.\(^\text{183–188}\) In this case, we use the term “local Fermi liquid” because we are dealing with a state formed around a localized level.

### 5.2.2 Kondo effect in QDs

The Kondo effect also occurs in QDs. While the underlying physics is the same between the Kondo effect in bulk metals and that in QDs, it is instructive to discuss the QD case here based on a microscopic model. Now, consider a QD with only a single level and only one electron occupying it, as shown in Fig. 24(b). This situation is described by the impurity Anderson model $H_A = H_0 + H_T + H_I$:

\[
H_0 = \sum_{k \alpha} \epsilon_k c_{k \alpha}^\dagger c_{k \alpha} + \sum_{\sigma} \epsilon_{d \sigma} d^\dagger_{\sigma} d_{\sigma},
\]

\[
H_T = \sum_{k \alpha} (v_d d^\dagger_{\alpha} c_{k \alpha} + v_{\alpha} c_{k \alpha}^\dagger d_{\alpha}),
\]

\[
H_I = Ud^\dagger_{\alpha} d_{\alpha} d^\dagger_{\alpha} d_{\alpha},
\]

where $U$ is the effective interaction between the impurity and the conduction electron. The Kondo effect in QDs is described by the logarithmic behavior of the resistivity at low temperatures, which is due to the formation of a spin-singlet around the discrete level of each impurity atom. This situation is called the unitary limit, where the Kondo state is a perfect spin-singlet formed around the discrete level of each impurity atom.

### Fig. 24.

(Color online) (a) Conceptual view of magnetic impurity atoms randomly distributed in a nonmagnetic metal. (top) At high temperature, $T_c \gg T_K$, the localized spins are paramagnetic. (middle) At low temperatures, $T_c \leq T_K$, the spin in the impurity atom and the conduction-electron spin begin to form a bound state, and the system becomes non-magnetic. The motion of the conduction electrons becomes inhibited. (bottom) As a result, the resistivity logarithmically increases. At even lower temperature, the resistivity becomes constant (unitary limit). (b) Similar phenomenon occurs in a QD. Consider a bound state, and the system becomes non-magnetic. The motion of the conduction electrons becomes inhibited. As a result, the resistivity initially have a resonance state of width $\Gamma$, according to an energy scale $k_B T_K$.

The essence of the Kondo effect lies in that the levels that initially have a resonance state of width $\Gamma$ newly behave according to an energy scale $k_B T_K$ ($k_B T_K \ll \Gamma, U$) due to the presence of the many-body effect $U$ [see Eq. (76) for the expression of $k_B T_K$]. Kondo calls the emergence of this nontrivial energy scale $k_B T_K$ “Fermi surface effect” because the abrupt change in the occupation number at the Fermi surface peculiar to the Fermi–Dirac distribution function is responsible for the logarithmic behavior.\(^\text{177}\) Note that the Kondo effect is not a phase transition but a crossover across $T_K$.

It is also possible to understand the Kondo effect in terms of the “Fermi liquid”, a kind of quantum liquids: Landau proposed a phenomenological Fermi liquid theory in 1956 and gave its microscopic proof based on many-body quantum theory in 1958.\(^\text{181}\) Roughly speaking, as long as the low-energy physics concerns, the Fermi liquid theory enables us to treat an interacting fermion system as if it is a “free” fermion system by renormalizing the interaction. More accurately, due to the renormalization, we have to consider quasi-particles rather than free fermions because there exists residual interaction between quasi-particles.
where $c^\dagger_{i\alpha}$ is an operator that creates an electron with wavenumber $k$ and spin $\sigma = \uparrow, \downarrow$ in the left and right leads $\alpha = L, R$, respectively. $d^\dagger_{i\sigma}$ is an operator that creates an electron with spin $\sigma$ in the level $\varepsilon_d$ of the QD. The electrons move between the lead $\alpha$ and the QD with a tunneling matrix element $v_{\alpha\sigma}$, and by this tunneling the level has a line width $\Gamma = \Gamma_L + \Gamma_R$, where $\Gamma_\sigma = 2\pi\rho_\sigma \left| v_{\sigma \uparrow} \right|^2$ and $\rho_\sigma$ is the density of states of the conduction electrons of the leads. In addition, the electron in the QD has a Coulomb repulsion $U$. The chemical potential of the left and right leads is set to $\mu_{L/R} = \pm eV/2$, and a voltage $V \geq 0$ is applied between the leads.

If the energy $U$ is sufficiently large such that $U \gg \Gamma$, no other electrons can enter the QD, resulting in a Coulomb blockade, and conduction is inhibited. However, at low temperature $T \lesssim T_K$, a different situation emerges due to the Kondo effect. Even if an electron occupies the QD, another electron with the opposite spin can enter it from either lead, allowing two electrons to coexist, treated by the second-order perturbation in Eq. (75). Although this state is energetically unstable, the two electrons can still coexist as long as Heisenberg’s uncertainty relation about time and energy allows. As temperature decreases, these virtual processes become more frequent, which leads to a new resonant state that bridges the left and right leads through the QD, despite its being in a Coulomb blockade state [see the middle panel of Fig. 24(b)]. This state is nothing more than the spin-singlet bound state (the Kondo state), which we discussed already. With the formation of the Kondo state, the conductance of the QD increases logarithmically with temperature, the number of electrons in the QD, the spin $S$, and shifts very close to the Fermi level due to the repulsion $U$ between the electrons occupying this level (solid curve). The figure shows a situation in which the electron–hole symmetry holds, $\varepsilon_d/U = -0.5$. The Kondo effect in QDs is ideal for accurately verifying the theories on the strong electron correlation and quantum liquids.

5.2.3 Non-equilibrium transport

The realization of the Kondo effect in QDs has a significant meaning. Since the 1960s, the Kondo effect has been one of the central topics in the study of strongly correlated electron systems (e.g., heavy fermion systems and high-temperature superconductors). Experimentally, many studies have used macroscopic samples to measure the properties of the ensemble average of many spins. By using QDs, however, we can now control all the parameters related to the Kondo effect in a single site, such as the Kondo temperature, the number of electrons in the QD, the spin states, the orbital states, and the bias voltage to drive the QD to the nonequilibrium. For example, the sensitivity of the Kondo effect to the even/odd parity of the number of electrons in the QD was demonstrated by controlling the discrete level position\textsuperscript{189-191} and thus $T_K$ [see Fig. 25(b)].\textsuperscript{192,194} In addition, researchers have observed Zeeman splitting of the Kondo resonance by applying a magnetic field.\textsuperscript{189-191} Thus, the Kondo effect in QDs is ideal for accurately verifying the theories on the strong electron correlation and quantum liquids.

The new opportunity to study non-equilibrium states is particularly remarkable. A quantitative understanding of the excited states of the local Fermi liquid becomes possible by precisely investigating the universal behavior of the Kondo effect, which appears in transport phenomena. For this purpose, it is necessary to consider the impact of the bias voltage on the quasi-particle lifetime due to electron correlation. Such theories include phenomenological Fermi
liquid theory, microscopic Fermi liquid theory, and renormalized perturbation theory. The renormalized perturbation theory was introduced for the impurity-Anderson model by Hewson and extended to low-bias steady states. Three important parameters in the impurity-Anderson model are $e$, $\Gamma$, and $U$. Due to the Kondo effect, these quantities are renormalized to $e$, $\Gamma$, and $U$, respectively. $U$ corresponds to a residual interaction between quasi-particles. The renormalized level width $\Gamma$ corresponds to the Kondo temperature $k_B T_K = \pi T/4$ in the Kondo regime. Following the spirit of the Fermi liquid theory, the dynamics of the Kondo effect at low energy is expected to be described by these parameters alone.

In the following, we consider the electron–hole symmetry case, namely $e/\mu = 0.5$ and $v_R = v_L$, in the Hamiltonian given by Eq. (75). In this case, the differential conductance of the QD can be calculated exactly up to the square of the bias voltage $T_e$, and magnetic field $B$ so that

$$\frac{dI}{dV} = \frac{2e^2}{\hbar} \left[ 1 - c_V \left( \frac{eV}{\Gamma} \right)^2 \right] - c_T \left[ \frac{2\pi k_B T_e}{\Gamma} \right] - c_B \left( \frac{g\mu_B B}{\Gamma} \right)^2. \tag{77}$$

where $g$ represents the $g$-factor and $\mu_B$ represents the Bohr magneton. Here,

$$c_V = \frac{1 + 5(R - 1)^2}{4},$$
$$c_T = \frac{1 + 2(R - 1)^2}{3},$$
$$c_B = \frac{R^2}{4}.$$ The expression of $c_V$ was derived by Oguri. That of $c_T$ originates from Refs. 184 and 188. For $c_B$, refer to Refs. 9 and 199. Equation (77) depicts how the Kondo resonance, at very low bias, which can be interpreted that some R (L) movers are diffused as a result of electron–electron correlations. As we discuss in this review, in the fractional quantum Hall effect, the fractional charge $e/3$ was observed in 1997, and later $e/5$ and $e/4$ were also observed in a normal-metal-superconductor junction, the formation of the Cooper pair charge $2e$ was detected through shot noise in 2000. It is essential and exciting fact that shot noise provides us direct and quantitative information about the non-equilibrium quantum state impossible to obtain with other experimental methods.

The expressions for the shot noise at sufficiently low temperature and low bias compared to the Kondo temperature were obtained by several groups. Here, before going to the shot noise, we discuss the current at $T_e = 0$ and $B = 0$ to give a physical picture of the backscattering. We assume the electron–hole symmetry case ($e/\mu = 0.5$ and $v_R = v_L$) again. In this case, the current is given up to the cubic order of the bias voltage $V$ as follows:

$$I = \frac{2e^2}{h} V - eP_{b0} - eP_{b1} - (2e)P_{b2}. \tag{80}$$

$P_{b0}$, $P_{b1}$, and $P_{b2}$, all of which are proportional to $V^3$, represent the probabilities per unit of time of the different backscattering processes. While Eq. (80) is consistent with the conductance given by Eq. (77) at $T_e = 0$ and $B = 0$, it is easier to understand the detailed backscattering processes.

After Ref. 219, we describe the backscattering processes near the unitary limit by using the term of “right movers (R movers)” and “left movers (L movers)”, as shown in Fig. 26(a). The R (L) movers correspond to electron propagation from the left (right) lead to the right (left) lead. The chemical potential of the R (L) movers is $\mu_L$ ($\mu_R$) [Readers may remind that the current operator is expressed in terms of the R movers ($a_{1,R} a_{1,L}$) and the L movers ($b_{1,L} b_{1,R}$) in Eq. (18). Also see Fig. 3]. There is no scattering between the two movers at zero bias, as the transmission probability is 100%. On the other hand, the conductance decreases at finite bias, which can be interpreted that some R (L) movers are backscattered into L (R) movers, as indicated by the vertical dashed line in Fig. 26(a). Figures 26(b), 26(c), 26(d), and 26(e) illustrate several backscattering processes between the two movers. $P_{b0}$ in Eq. (80) expresses the probability of the elastic scattering by the quasi-particle level in the QD. As $V$ becomes finite, the Kondo resonance starts to reflect electrons because the electron energy shifts from the resonance peak. Figure 26(b) shows that one R mover stochastically tunnels...
The phase-space restrictions for particle–hole-pair creation require $P_{b1}$ and $P_{b2}$ to be proportional to $V^2$, as well as $P_{b0}$. All these backscattering processes contribute to Eq. (80).

Accordingly, the shot noise $S$ is obtained. Since $P_{b0}$ and $P_{b1}$ are the backscattering of the unit charge $e$, and $P_{b2}$ is the process of $2e$, the following holds,

$$S = 2(e^2P_{b0} + e^2P_{b1} + (2e)^2P_{b2}).$$

Because there is not only $e^2$ but also $(2e)^2$, the noise is enhanced compared to the case of a simple backscattering of $e$.

It is useful to think of a quantity defined by the ratio between the shot noise and the backscattered current

$$I_b = \frac{2e^2}{\hbar}V - I$$

rather than the ordinary Fano factor defined by Eq. (11). Let us call this ratio the effective charge $e^*$. Equations (80) and (81) yield

$$e^* \equiv \frac{S}{2[I_b]} = \frac{e^2P_{b0} + e^2P_{b1} + (2e)^2P_{b2}}{eP_{b0} + eP_{b1} + (2e)P_{b2}}.$$

In the limit of strong electron correlation $U/e \rightarrow \infty$, we can show that the probability that the unit charge $e$ is scattered ($\propto P_{b0} + P_{b1}$) and the probability that two particles $2e$ are scattered ($\propto P_{b2}$) are the same, resulting in

$$e^* \rightarrow \frac{5}{3}e.$$

This result can also be expressed using the Wilson ratio $R$.

$$\frac{e^*}{e} = \frac{1 + 9(R - 1)^2}{1 + 5(R - 1)^2} \rightarrow \frac{5}{3} \quad (R \rightarrow 2).$$

Although we call $e^*$ effective charge in line with the literature, we should not confuse it with an exotic charge like that in the fractional quantum Hall effect. The present $e^*$ is the consequence of several scattering processes.

The above discussion illustrates that we can obtain the Wilson ratio $R$ from the current and the shot noise in the non-equilibrium state. In particular, the shot noise directly provides information on the two-particle backscattering due to the residual interaction, i.e., information corresponding to the “internal structure” of the Kondo state. As already mentioned, in the unitary limit, the transmission of the Kondo QD is 100%: the conduction electrons cannot “see” the Kondo effect in the equilibrium. However, in the non-equilibrium state, the entity of the many-body interaction that produces the Kondo state reappears.

5.2.5 Orbital degeneracy

The discussion so far treats the most common Kondo effect, called the SU(2) Kondo effect, to which only the spin degree of freedom contributes. However, when there exist other degrees of freedom, such as the orbital one, a more exotic SU($n$) Kondo effect may occur. In the mesoscopic research field, such QDs have been realized and actively studied. The SU(4) Kondo effect in carbon nanotubes (CNTs) is a representative example. The electrons in a CNT have two orbitals, one clockwise and the other counter-
clockwise with respect to the axis of the tube. They are doubly degenerate when the effects to lift the orbital degeneracy, such as an external magnetic field, are absent. Each of these two orbitals is also degenerate with respect to the spin, leading to the SU(4) Kondo effect due to the fourfold degenerate electron levels in total.

Shot noise has also been theoretically studied for the general SU(\(n\)) Kondo effect. In the case of electron–hole symmetry, no magnetic field, and sufficiently low temperature, the effective charge is theoretically shown as follows\(^{200,220,223}\)

\[
e^* / e = 1 + 9(n-1)(R-1)^2 
\]

\(e^* / e = 1 + 9(n-1)(R-1)^2\).

For example, \(e^* / e = 3/2\) is predicted for the SU(4) Kondo effect (\(R = 4/3\) for \(U / \Gamma \rightarrow \infty\)). In Sect. 5.2.7, we discuss the experimental results to validate this formula in addressing the crossover between the SU(2) and SU(4) Kondo effects.

5.2.6 Shot-noise experiments

As mentioned earlier, many theoretical studies have been conducted on the shot noise in the Kondo state. In contrast, there have been only a limited number of experimental studies. In 2008, Zarchin et al. reported the experimental results to validate this formula in addressing the crossover between the SU(2) and SU(4) Kondo effects.

One of the authors performed experiments using a lateral QD fabricated in a 2DES\(^{211}\) in 2011 and found that the noise increases with the development of the Kondo effect as lowering the temperature. This finding is qualitatively consistent with the increase in two-particle backscattering as described above. However, the effective charge obtained from the shot noise exceeded 5/3, which is not compatible with the theory. Regarding this discrepancy, it was pointed out that finite transport through other levels in the QD contributes to the shot noise.\(^{211}\) Because \(U, \Gamma\), and the spacing between the discrete levels were on the same order in that experiment, transport via the other adjacent levels, which are irrelevant to the Kondo state but are strongly coupled with the leads, might be possible. Even if the transmission probabilities of those levels are small, such multi-level transport enhances the shot noise, as we have seen in Sect. 4.3.4.

Realization of the unitary limit Kondo effect To overcome the above problem, one of the authors performed shot-noise measurements in the Kondo state using a CNT QD.\(^{9,232,234}\) CNT QDs have the advantage of being much smaller in volume than QDs in a GaAs/AlGaAs 2DES described above, so compared to \(k_BT\), the discrete level spacing is large enough to neglect the effects of adjacent discrete levels. Fortunately, in our experiments, we could observe the unitary limit in perfect accordance with theory since our QD was symmetric: the two barriers forming it are almost the same, i.e., the symmetric condition \(V_L = V_R\) in Eq. (75) is satisfied. This situation allowed us to unambiguously test the theory for both the SU(2) and SU(4) Kondo effects. In the following, until the end of Sect. 5.2, we discuss the results obtained with this device.\(^{9,232}\)

Figure 27(a) shows a scanning electron microscope (SEM) image of the CNT QD and a schematic diagram of the measurement setup. The device consists of a single CNT sandwiched between the two leads. The Kondo effect was obtained by controlling the gate voltage \(V_g\) applied to the gate electrode close to the QD. Figure 27(b) shows an intensity plot of the differential conductance as a function of the bias voltage \(V (= V_d)\) and \(V_g\). This figure, the so-called stability diagram of QD, shows a Coulomb diamond in every fourfold degenerate shell with combined spin and orbit, characteristic of a CNT QD. \(N = 0, 1, 2, 3\) represents the number of electrons in the outer-most shell.

In Fig. 27(c), the horizontal and vertical axes of the graph represent \(V_g\) and the equilibrium conductance of the QD.
respectively. At 780 mK, four peaks appear in the conductance as $V_g$ is increased. This behavior indicates that $N$ changes one by one such that $N = 0 \rightarrow 1 \rightarrow 2 \rightarrow 3$. Now, in the $N = 1$ and $3$ regions, lowering the temperature from 780 to 16 mK leads to the conductance increase, signaling the Kondo effect. On the other hand, in the $N = 2$ region, which is in between, the conductance remains small and almost temperature-independent, meaning that the QD is in an ordinary Coulomb blockade. The Kondo effect is usually expected when $N$ is odd, which is consistent with the observation. It is also important to note that for $N = 3$, the conductance at 16 mK is almost the quantized conductance $2e^2/h$. This value indicates the unitary limit. The detailed analysis of the temperature dependence of the conductance reveals that $U = 6 \pm 0.5$ meV, $\Gamma = 1.8 \pm 0.2$ meV, and $T_K = 1.6 \pm 0.05$ K at the electron–hole symmetry point for the case of $N = 3$ [indicated by $\bullet$ in Fig. 27(c)] 9).  

The unitary limit is expected to occur in the $N = 1$ region as well. However, the conductance does not rise above $0.85 \times 2e^2/h$ even at the lowest temperature. In this case, the coupling strength between the left lead and QD is different from that between the right lead and QD, namely asymmetric lead-QD coupling ($\epsilon_l \neq \epsilon_k$). The variation of $V_g$ to change $N$ may affect the spatial distribution of the wave function, and consequently, the coupling strength between the QD and the leads would change. The unitary limit has occurred for $N = 3$, which, with hindsight, implies that the two couplings are almost the same.

**Shot noise in Coulomb blockade regime** We discuss the results of the shot-noise measurements. First, we examine the simple case where the Kondo effect does not occur. The gate voltage is set to the location indicated by $\nabla$ in Fig. 27(c), where conventional Coulomb blockade ($N = 2$) occurs. In Fig. 28(a), the horizontal axis shows the current $I$ flowing through the QD, the left vertical axis shows the differential conductance $G$, and the right vertical axis shows the current noise $S$. Regarding $S$, we represent the value after subtracting the contribution of the thermal noise as usual (see Sect. 2.2.5). $G$ is almost independent of $I$, reflecting that the QD is in Coulomb blockade. Clearly, the current noise is proportional to the absolute value of the current $|I|$, that is, $S \propto |I|$.  

The Fano factor $F = S/2e|I|$ obtained from the shot-noise measurements is shown in Fig. 27(d) as a function of $V_g$. In the Coulomb blockade regime ($N = 0$ and 2), $F \sim 1$: the shot noise is in the Poisson limit, as expected for a common tunneling barrier. The overall behavior of the Fano factor in Fig. 27(d) is just an upside-down version of the behavior of the conductance at the lowest temperature, 16 mK, shown in Fig. 27(c). This is consistent with the theoretically expected behavior of $F = 1 - T$.  

In Sect. 4.3.4, we introduced several experimental results regarding the Fano factor in QDs. In particular, we raised the possibility of electron bunching leading to $F > 1$. The present results show that for a QD in the resonant tunneling effect regime, the noise behaves perfectly following the theory described in Sect. 2.2, even if the QD has a fixed number of electrons because of the charging effect. This agreement also reflects coherent electron transport through the QD.

**Shot noise in the Kondo state** Figure 28(b) shows the conductance and shot noise obtained at the gate voltage marked with $\bullet$ shown in Fig. 27(c). This gate voltage corresponds to the vicinity of the electron–hole symmetry point of the Kondo state ($N = 3$). When the current is around zero ($|I| < 2$ nA), the conductance is $2e^2/h$, reflecting that the Kondo state is perfect. In this case, the current noise $S$ is almost zero, and thus the Fano factor is close to zero [see Fig. 27(d)]. The absence of shot noise means that electrons can pass through the QD as if there were no scatterer at all. Consequently, this situation is similar to a QPC with a quantized conductance of $2e^2/h$, where the shot noise disappears. When the current is close to zero, the Kondo state is a “non-viscous” liquid that does not reflect any electrons.

As shown in Fig. 28(b), the conductance decreases rapidly as the current $|I|$ is increased. We consider the high bias region within the range satisfying $k_B T_K/2 < |eV_{sd}| < k_B T_K$. In Fig. 28(b), the conductance at $|I| = 10$ nA is almost half ($0.5 \times 2e^2/h$) of that in the equilibrium. As electrons are constantly injected, the Kondo state gradually breaks down, making it harder for electrons to flow. Conversely, the backscattering starts. It is also evident that the noise increases as this backscattered current increases.

For more quantitative analysis, we utilize the backscattered current $I_b = \frac{2e^2}{h} V - I$ as we did in Eq. (82). Additionally, we define the increase of the shot noise as

![Fig. 28.](https://example.com/f28.png)
The second term $-2eF[I]$ is intended to subtract the shot-noise contribution that does not originate from the Kondo effect, but instead is caused by slight lead-dot asymmetry. In this way, we extract the shot noise purely due to the Kondo effect discussed in Eq. (81).

In Fig. 28(c), the noise $S_k$ is plotted as a function of the backscattered current ($I_b$). We obtain $S_k/2e[I(I_b)] = 1.7 \pm 0.1$, thus $e^*/e = 1.7 \pm 0.1$. This value is consistent with $5/3$ [Eq. (84)] and validates the two-particle backscattering process in the Kondo regime. In addition, we derive $R = 1.95 \pm 0.1$ from Eq. (85), which is consistent with the value expected from the experiment ($U = 6 \pm 0.5$ meV and $\Gamma = 1.8 \pm 0.2$ meV). Figure 29 presents the behavior of the Wilson ratio expected from the theory as a function of $U/\Gamma$. The experimental result corresponds to the mark $\square$ [SU(2)], which agrees with the theoretical prediction. Since $R = 2$ is the limit of strong correlations in the Kondo effect, the result here clearly verifies that the present QD is genuinely close to a quantum liquid in the strong correlation limit.

Note that in the $N = 1$ region, the unitary limit is not reached due to asymmetric lead-dot coupling. We obtained $e^*/e = 1.2 \pm 0.08$ from the shot noise in this region. The lead-dot coupling asymmetry $\delta$ is defined by $G(V = 0) = (1 - \delta)2e^2/h$. The result of the conductance measurement is $G(V = 0) = 0.85(2e^2/h)$, yielding $\delta = 0.15$. The experimental result $1.2 \pm 0.08$ is consistent with the theoretical prediction $e^*/e = 5/3 - (8/3)\delta = 1.26$.204

**Intuitive picture of the enhanced noise** Why is the effective charge larger than 1 in the limit of strong electron correlation? It is essentially impossible to describe the quantum many-body effect intuitively with a classical picture. However, we believe that such a description can sometimes provide helpful physical intuition, and we try it here. The experimental achievement is an observation of the two-particle backscattering process, which we explained in Fig. 26. Consider this phenomenon very intuitively from the standpoint of the electrons passing through the QD. In the non-equilibrium state, electrons constantly injected from one lead escape into the other, feeling strong interaction as they pass through the quantum liquid. As seen from the decrease in the conductance, they collide with the quantum liquid to cause backscattering into the original lead. Thus, to electrons, the quantum liquid is no longer felt as a “non-viscous” state, but as a “viscous” entity. This viscosity due to the many-body interaction results in the “two-electron” bunching,220 like a “water splash”, and increases the current noise [see Fig. 26(e)]. This phenomenon is unique to the strongly correlated quantum liquid in the non-equilibrium: the Kondo effect creates the quantum liquid, but this fact is somehow hidden in the equilibrium, as the Fermi liquid theory tells us. Only in the non-equilibrium state does the true nature to emerge the quantum liquid manifest itself.

### 5.2.7 SU(2)–SU(4) crossover

The significance of studying the Kondo effect in QDs lies not only in exploring its non-equilibrium properties but also in the potential to achieve more exotic Kondo effects using other degrees of freedom. As mentioned earlier, in CNT QDs, the SU(4) Kondo effect has been realized using orbital degrees of freedom.9,36,227-229 One of the authors was able to experimentally verify $e^*/e = 3/2$ predicted by Eq. (86) with an accuracy of $\pm 0.1$ by realizing the SU(4) Kondo effect close to the unitary limit.9 The obtained Wilson ratio is consistent with the theory as plotted by the $\square$ mark in Fig. 29.

Consider what happens if a sufficiently strong magnetic field is applied to lift only the spin degeneracy in the SU(4) Kondo state realized at zero magnetic field. Naively, it would lead to a novel SU(2) Kondo state, which would involve only orbital degeneracy. In actuality, the situation is not so simple because the orbital state of the CNT is also affected by the magnetic field. Nevertheless, the crossover from SU(4) to SU(2) occurs by applying the magnetic field to the CNT at a specific angle.232,235,236

Figure 30(a) shows the conductance when the gate voltage is varied to change $N$ in the QD. Around 0 T, the conductance at $N = 2$ reaches $1.85(2e^2/h)$, which is close to $2(2e^2/h)$, the conductance of the unitary limit of the SU(4) Kondo effect. The dashed curves in Fig. 30(a) show the results of the numerical renormalization group (NRG) calculations. From these theoretical calculations and conductance measurements, we confirm that the SU(4) Kondo state appears in $N = 1, 2$, and 3.

By applying a magnetic field at a specific angle to the CNT QD in this situation, we found that the SU(4) Kondo effect can gradually transform into a SU(2) Kondo effect.232 Experimental results and theoretical simulations of the conductance in several magnetic fields are shown in Fig. 30(a). The results reveal that the Kondo effect at $N = 1$ and 3 disappears but the Kondo effect at $N = 2$ remains. The conductance at a high magnetic field of 12 T is $2e^2/h$ expected in the unitary limit of the SU(2) Kondo effect. Thus, in 12 T, a perfect SU(2) Kondo state is realized. This SU(2) Kondo state is a special one with two electrons arising from the hybridization of orbital and spin degrees of freedom.235,236

The shot noise is measured at the gate voltage where the electron–hole symmetry holds [indicated by $\blacktriangledown$ in Fig. 30(a)], as shown in Fig. 30(b). At zero magnetic field, the SU(4) Kondo state exists. The noise purely associated with the Kondo effect, $S_k$ defined by Eq. (87), is plotted as a function...
of the backscattered current $I_k$ [denoted as $I_k$ in Fig. 30(b)].

There is a clear linear relationship from which $e^4/e = 1.4 \pm 0.1$ is expected for the SU(4) Kondo effect. The relationship between $S_5$ and $I_k$ in a strong magnetic field (13 T) is also shown in the same figure. This yields $e^4/e = 1.7 \pm 0.1$ as expected for the SU(2) Kondo effect, which guarantees that the Kondo effect in high magnetic fields is indeed the SU(2) Kondo effect. Importantly, as mentioned already, this SU(2) Kondo effect is no longer the conventional one. Nevertheless, the result is consistent with the theoretically expected value of $5/3$ exemplifies the universality of Kondo physics.

This result means that we can control the symmetry of the Kondo effect from SU(4) to SU(2) by varying the magnetic field. In Fig. 30(c), the effective charge $e^4/e$ obtained from the shot noise is plotted as a function of $R$ derived from the NRG simulation of the conductance shown in Fig. 30(b). In a free electron system, $R = 1$ and $e^4/e = 1$. As $R$ increases, many-body correlations develop, two-particle backscattering from the QD occurs, and $e^4/e$ grows. The limit of the effective charge is $e^4/e = 5/3$ at $R = 2$. By changing the magnetic field, we can see how the Kondo effect evolves continuously from SU(4) to SU(2).

According to the theory of the SU($n$) Kondo effect,224 in the Kondo limit $U \to \infty$, the Wilson ratio can be expressed as $R = 1 + 1/(n - 1)$ and the effective charge as $e^4/e = (n + 8)/(n + 4)$. Therefore, from Eq. (86), $e^4/e = \frac{1 + 9(R - 1)}{1 + 5(R - 1)}$ is expected. This is plotted in Fig. 30(c) by the dashed curve. It explains the experimental results well, which has experimentally established a convincing link between the nonlinear noise and Wilson ratio.

5.2.8 Short summary

Throughout this Sect. 5.2, we have discussed the shot-noise study in a QD in the Kondo regime. The Kondo effect creates a strongly correlated quantum liquid, but this is unseen in the equilibrium state as the transmission probability is unity. However, by injecting electrons to the QD to drive the system into the non-equilibrium state, the nontrivial behavior of the shot noise is revealed, and the true nature of the quantum liquid with residual interaction emerges via two-particle backscattering. The shot-noise measurement was also successfully demonstrated to explore the symmetry crossover of the Kondo effect.

5.3 Noise in quantum Hall systems

The detection of fractional quasiparticles in fractional quantum Hall (FQH) systems is one of the most epoch-making experimental accomplishments in mesoscopic physics.7,8,237 Current-noise measurements proved the effective charge $e/3$ of tunneling quasiparticles through the Landau-level filling factor $\nu = 1/3$ and 2/3 FQH systems. After the discovery of $e/3$ quasiparticles, current-noise measurements detected various fractional quasiparticles in other FQH systems.215,216,238 Furthermore, they have also revealed various phenomena peculiar to QH systems, such as anyonic quantum statistics of $e/3$ quasiparticles.42 Josephson relations for fractional charges,48,49 heat transport along QH edge channels,239-249 and the Tomonaga–Luttinger (TL) liquid nature of QH edge channels.250 These observations unambiguously indicate the excellence of current-noise measurements for investigating not only QH systems but also topological quantum many-body systems in the near future. This section summarizes the current-noise measurements performed on QH systems after the early fractional-charge-detection experiment in 1997.78 In the following, we overview the basics of current-noise measurements on a QH device and then review recent topics.

5.3.1 Current-noise measurements based on chiral edge transport

When a 2DES is subjected to a strong perpendicular magnetic field, the Hall conductance of the system takes an integer or a rational fractional value in a unit of $e^2/h$. The former is the integer quantum Hall (IQH) effect, caused by the Landau-level formation and the Anderson localization.251

The latter is the FQH effect, resulting from the energy gap opening due to the many-body Coulomb interaction. Both of these effects reflect the incompressibility of the bulk 2DES and the Landauer–Büttiker’s edge transport picture.11

QH edge channels are unidirectional one-dimensional (1D) electronic states arising at the edge of QH regions. Figure 31(a) shows a schematic of the $\nu = 2$ IQH state in a
The red and blue arrows indicate the spin-up and spin-down channels, respectively. (Color online) (a) Schematic of Landau levels in the IQH system. These levels are lifted by a confinement potential and cross the Fermi energy at the sample edge. (b) Chiral edge channels in the system. These levels are lifted by a confinement potential and cross the Fermi energy, forming conductive channel Coulomb interaction and tunneling. However, even in such multiple-channel cases, one can measure the shot-noise correlation between the two outputs due to the binomial partitioning at the QPC [see Fig. 9(c)].

Thus, one can perform shot-noise measurements by focusing on scattering processes between selected channels. This is true not only in the \( \nu = 1 \) IQH system but also in other QH systems at different filling factors. When a QH system has more than two channels at an edge, e.g., as shown in Fig. 31(b) for the \( \nu = 2 \) case, the complexity of the system increases due to the increase in degrees of freedom and inter-channel Coulomb interaction and tunneling. However, even in such multiple-channel cases, one can measure the shot-noise correlation between selected edge channels.

5.3.2 Fractional charge of tunneling quasiparticles

The presence of fractionally charged quasiparticles was one of the most important predictions in early theories of the FQH effect.\(^{237}\) Whereas the charging energy of an antidot measured in an FQH system suggested the presence of fractional quasiparticles\(^{258}\) evidence was obtained by shot-noise measurements in the \( \nu = 1/3 \) and \( 2/3 \) systems in 1997.\(^{7,8}\) When quasiparticles tunnel through the FQH systems stochastically, namely without correlation, zero-temperature shot noise is described as

\[
S = 2e^* \langle I_B \rangle. \tag{92}
\]

Here, \( \langle I_B \rangle \) is the backscattered current, and \( e^* \) is the effective charge of tunneling quasiparticles. Equation (92) is modified at finite temperatures, \( T_c \), due to the crossover between the thermal noise and the shot noise as [see Eq. (66)\(^{6,64}\)]

\[
S = 2e^* \langle I_B \rangle \left[ \coth \left( \frac{e^* V}{2k_B T_c} \right) - \frac{2k_B T_c}{e^* V} \right]. \tag{93}
\]

Figures 32(a) and 32(b) compare the experimental shot-noise data at \( \nu = 1/3 \) and \( 2/3 \), respectively, with the theoretical one simulated using Eq. (93).\(^{7,8}\) When the backscattered current \( \langle I_B \rangle \) increases with the source-drain bias, the shot noise also increases, agreeing with the theoretical curves for \( e^* = e/3 \). These observations are the hallmark ofLaughlin’s \( e/3 \) quasiparticles in FQH systems. After these observations, shot-noise measurements demonstrated various fractional charges, e.g., \( e/5 \) quasiparticles in the \( \nu = 2/5 \) state\(^{235,238}\) and the \( e/7 \) quasiparticles in the \( \nu = 3/7 \) state,\(^{238}\) clearly exhibiting the significance

\[
S_{22} = 2e\langle I_m \rangle \times T(1 - T). \tag{88}
\]
of shot-noise measurements for observing exotic charge carriers.

In addition to the odd-denominator fractional charges, the $e/4$ charge of quasiparticles in the $\nu = 5/2$ even-denominator FQH system was observed in 2008. As discussed in the next subsection, theories predict the non-Abelian nature of the $\nu = 5/2$ state as a candidate for fault-tolerant quantum computing. The $e/4$ charge is a necessary condition for the non-Abelian nature; hence its experimental confirmation is essential. Figure 32(c) shows the shot-noise data obtained from a $\nu = 5/2$ system formed in a split-gate device. The data agree well with the calculation assuming $e^* = e/4$ charges, signaling the presence of $e/4$ quasiparticles in the $\nu = 5/2$ state. Note that the $e/4$ charge was also confirmed by analysis of the bias dependence of the direct tunneling current, and measurement of the charging energy of microscopic $\nu = 5/2$ regions.

In the above experiment [Fig. 32(a)], the measurements were performed in the weak-backscattering limit (transmission probability through the constriction: $T \approx 1$), where a backscattering event corresponds to a quasiparticle tunneling process through the FQH region [see Fig. 33(a)]. In this limit, the tunneling process is so infrequent that there is no correlation between the quasiparticles, allowing one to compare the experimental data with simulations using Eq. (93). A similar stochastic tunneling process occurs in the strong-backscattering limit [$T \approx 0$] [Fig. 33(b)], where a forward scattering event is considered as a tunneling process through the depleted region. Because tunneling quasiparticles are electrons, in this case, we observe $e^* = e$ tunneling charge.

In intermediate backscattering regimes, tunneling events occur so frequently that the correlation between each tunneling event becomes relevant. In this case, one cannot use Eq. (93) for evaluating the effective charge of tunneling quasiparticles. Conversely, however, Eq. (93) allows us to evaluate the correlation of tunneling quasiparticles using the “effective charge” $e^*$ as an index. Indeed, $e^*$ continuously varies with the backscattering strength when shot-noise data are analyzed using Eq. (93).

A quasiparticle tunneling between FQH edge channels can be modeled as tunneling between chiral TL liquids. Within this model, both the dc transport and shot-noise properties can be calculated analytically over the entire range of the backscattering strength. The TL-liquid nature of FQH edge channels manifests itself in the power-law behaviors observed in transport properties. Figure 34(a) shows the bias $V_{DS}$ dependence of differential conductance $g$ through a constriction formed in the $\nu = 1/3$ state. The several black curves, showing the power-law behaviors of $g$, were measured at different split-gate voltages applied to form the constriction and modulate the backscattering strength. At a fixed gate voltage, $g$ varies with $V_{DS}$ from the strong-backscattering regime ($g \approx 0$) to the weak-backscattering regime ($g \approx 0.8 \times e^*/3h$).

The nonlinear bias dependence of the backscattering strength gives rise to the irregular behaviors of the shot noise. Figure 34(b) shows the shot-noise data obtained from the same $\nu = 1/3$ FQH device as that in Fig. 34(a). The shot noise below 100 mK shows a steep increase at $0 < V_{DS} < 20 \mu$V and a slowing down of the increase at $V_{DS} > 20 \mu$V. This behavior qualitatively agrees with a simulation using the TL-liquid model, indicating the relevance of the model. The irregular behavior becomes more significant at lower temper-
Fig. 34. (a) Differential conductance through a narrow constriction formed in the $\nu = 1/3$ state. Each trace corresponds to the result measured at a different gate voltage that varies the backscattering strength. (b) Source-drain bias dependence of the shot noise at several temperatures. Reprinted figures with permission from Ref. 271. © (2003) American Physical Society.

Fig. 35. Shot noise measured in the $\nu = 2/5$ FQH system. Increase in the shot-noise intensity at low temperature suggests the bunching of fractional quasiparticles. Reprinted figure with permission from Ref. 238. © (2003) American Physical Society.

We have discussed the tunneling experiments by implicitly assuming that the whole 2DES is in an FQH state. However, because the shot noise reflects the effective charge of tunneling quasiparticles, only the barrier region needs to be in the FQH state for the fractional-charge detection, not the whole sample. Actually, $e/4$ charge [see Fig. 32(c)] was measured in a local $\nu = 5/2$ region formed in a bulk $\nu = 3$ IQH system.216 Such local FQH systems are often observed in split-gate devices.115,116,274,276

Here, we introduce a striking example of such quasiparticle-tunneling experiments through a local FQH state.10 Figure 36(a) shows a schematic of a tunneling experiment through a local $\nu = 1/3$ state formed in a bulk $\nu = 1$ system. A split-gate voltage applied to confine the $\nu = 1$ system decreases electron density in the constriction, sometimes forming a local $\nu = 1/3$ state. When a source-drain voltage is applied across such a constriction, the electronic current flowing between the separated $\nu = 1$ regions may be carried by quasiparticle tunneling through the incompressible $\nu = 1/3$ region. In this case, we can expect to observe the $e/3$ fractional charge via shot-noise measurements.

The experiment was performed on a QPC fabricated in a 2DES in an AlGaAs/GaAs heterostructure.10 Figure 36(b) presents the split-gate voltage dependence of the differential conductance $g$ at the source-drain bias $V_{\text{DS}} = 450 \mu$V at several magnetic fields. When $V_{\text{GS}}$ decreases from zero, $g$ decreases from $e^2/\hbar$, showing a plateau at $e^2/3h$ around $-1.7$ V, to zero below $V_{\text{GS}} = -1.9$ V. The $e^2/3h$ plateaus signal the formation of a local $\nu = 1/3$ state in the constriction. The plateau structure becomes more pronounced at higher magnetic fields, suggesting the increased FQH energy gap of the $\nu = 1/3$ state.

The $V_I$ dependence of $g$ measured near $V_D = -1.7$ V at $8T$ ($e^2/3h$ plateau region), shown in Fig. 36(c), exhibits conductance suppression near $V_I = 0$. Despite the electronic current flowing between the $\nu = 1$ regions, the measured zero-bias anomaly reminds us of the TL-liquid nature of the...
FQH edge channels [see Fig. 34(a)]. The formation of strip-like FQH edge states at the smooth edge of the $\nu = 1$ regions is responsible for the observation.\textsuperscript{15,116,277} In the low $g$ region at low bias, the transmitted current is carried by electron tunneling through the depleted region between the strip-like FQH edge states [see Fig. 33(b)]. On the other hand, at high bias, the conductance increases to saturate at $g = e^2/3h$, suggesting the $\nu = 1/3$ state develops over the constriction region, as shown in Fig. 36(a).

While the $e/3$ charge tunneling through the $\nu = 1/3$ system has been observed by analyzing the differential conductance,\textsuperscript{115,116,274} shot-noise measurements provide further evidence of it.\textsuperscript{10} Figure 36(d) shows the shot-noise data measured simultaneously with $g$ presented in Fig. 36(c). In this measurement, current-noise cross-correlation $S'$ between the transmitted and reflected channels were evaluated. The negative sign of $S'$ originates from the partitioning of the tunneling quasiparticles, as expressed in Eq. (89). Whereas the experimental data are close to the theoretical shot-noise curve with $e^* = e$ at low bias, they approach the curve with $e^* = e/3$ at high bias. The latter observation corresponds to the fractional-quasiparticle tunneling picture illustrated in Fig. 36(a).

Figure 36(e) shows the transmission probability $T_1 = G \times h/e^2$ dependence of $S'$ measured at $V_1 = 450\,\mu V$, where $G$ is the conductance through the constriction. The shot-noise data near $T_1 = 0$ and 1 are close to the theoretical curve with $e^* = e$ (dashed black curve), indicating the electron tunneling through the depleted region and the incompressible $\nu = 1$ region, respectively. Meanwhile, the data in the intermediate $T_1$ region agrees well with the $e^* = e/3$ curve (solid blue curve). The latter result indicates that the charge-transfer process over the broad intermediate $T_1$ regime is the stochastic $e/3$ tunneling between the $\nu = 1$ edge channels. The stochasticity, namely the absence of correlation between quasiparticles, can be interpreted as the result of the 1D free-electron-system nature of the $\nu = 1$ edge channels. The above experimental results demonstrate that the effective tunneling charge corresponds to the charge of elementary excitations in the barrier region and also that correlation between tunneling quasiparticles reflects the interaction in the edge channels.

While the above data are obtained at highly non-equilibrium, finite current noise on plateaus is also observed at low bias in a similar setup.\textsuperscript{278,279} Upstream charge-neutral modes in QH systems are considered to be responsible for the current noise at low bias. The relation between the observations in the high- and low-bias regimes is unclear and requires more studies.

5.3.3 Anionic statistics of fractional quasiparticles

A marked feature of FQH quasiparticles is not only their fractional charge but also their anyonic quantum statistics.\textsuperscript{280} Unlike elementary excitations in three-dimensional systems, quasiparticles in 2D systems can be neither bosons nor fermions but anyons. When the wave function of the system obtains the phase $\theta \neq 0$ or $2\pi$ by an exchange operation of two quasiparticles, they are referred to as “Abelian anyons”. On the other hand, when the operation is described not by the phase evolution but by an arbitrary unitary transformation, they are called “non-Abelian anyons”. Theories predict that the non-Abelian statistics provide the basis of fault-tolerant quantum computing, stimulating intensive studies on the quantum statistical nature of FQH quasiparticles.\textsuperscript{281-284} While quasiparticles in some FQH states, such as the well-known $\nu = 1/3$ and $2/5$, are Abelian anyons, other FQH states, e.g., $\nu = 5/2$ and $12/5$, may support non-Abelian anyons. Although the wave function of the $\nu = 5/2$ state is still under debate, some candidates are considered to support quasiparticles having $e/4$ charge and non-Abelian statistics. The shot-noise measurement performed in the $\nu = 5/2$ state provides evidence of the $e/4$ charge [see Fig. 32(c)], which is the necessary condition for the $\nu = 5/2$ state being non-Abelian.\textsuperscript{285} Thus, in FQH systems, various Abelian and non-
Abelian anyons can appear in a single device by varying the filling factor using external parameters such as the magnetic field; hence the FQH state is the promising testbed for investigating anyons.

The anyonic statistics, both Abelian and non-Abelian, of FQH quasiparticles, were not confirmed in experiments until more than three decades after the first theoretical prediction. However, very recently, the Abelian statistics of the $\nu = 1/3$ quasiparticles were observed by shot-noise measurement and Fabry–Pérot interferometry. Here, we introduce the shot-noise experiment, where \( e/3 \) quasiparticles collide to show their Abelian anyonic statistics.

Figure 37(a) shows a schematic of a collision experiment, where two quasiparticles impinge on a beam splitter of transmission probability \( T \) at the same time. Here, we define the probability \( K \) of both quasiparticles scattered to the left side of the beam splitter. We describe \( K = T(1 - T) \) in a classical model considering the quasiparticles to be distinguishable, while \( K = T(1 - T)(1 - p) \) when they are indistinguishable. As discussed in Sect. 4.4, one finds \( p = 1 \) and \( K = 0 \) due to the Pauli exclusion principle in the fermion case. In contrast, in the boson case, \( p < 0 \) and \( K \) is larger than that in the classical model. If the quasiparticles are anyons, one can expect that \( p \) takes an intermediate value between those of fermions and bosons. For example, \( e/3 \) quasiparticles in the \( \nu = 1/3 \) state are predicted to take \( p < 0 \) since the exchange phase \( \theta = \pi/3 \) is close to \( \theta = 0 \) of bosons.

Although we considered a single collision event above, in practice, it is difficult to perform such an experiment due to the lack of an on-demand single-anyon source. This difficulty contrasts with the case of electron-collision experiments, which have been achieved using single-electron sources (see Sect. 4.4). For observing anyonic statistics of FQH quasiparticles, Rosenow et al. proposed a different approach using two anyon sources that randomly emit anyons in the same time domain. Figure 37(b) shows a schematic of the approach. In this setup, QPC1 and QPC2 are set in the weak backscattering regime. At finite bias \( V_1 \) and \( V_2 \), these QPCs randomly emit \( e/3 \) quasiparticles due to the tunneling, serving as the anyon sources. Here, \( T_1 \) and \( T_2 \) are the QPC transmission probabilities. The tunneling currents \( I_1 \) and \( I_2 \), carrying \( e/3 \) quasiparticles, impinge on the center QPC (cQPC) that works as an anyon beam splitter (transmission probability \( T \)). The exchange interference between two quasiparticles enhances the shot noise accompanying the output currents \( I_3 \) and \( I_4 \). When \( T_1 = T_2 \) and \( \langle I_3 \rangle = \langle I_4 \rangle \), current-noise cross-correlation \( S_{I_3 I_4} \) between \( I_3 \) and \( I_4 \) is described as
where $I_c = \langle I_1 \rangle + \langle I_2 \rangle$ is the sum of the currents impinging on cQPC, and $m$ is a factor characterizing the exchange phase $\theta = \pi / m$. In the case of $e/3$ quasiparticles, one can expect to observe $P = -2$ since $m = 3$.

Figure 37(c) displays a false-colored scanning electron micrograph of the sample and the experimental setup examined by Bartolomei et al.\textsuperscript{42} The edge currents $I_1$ and $I_2$ carrying $e/3$ quasiparticles are injected at cQPC to generate finite $S_{t,1}$. Figure 37(d) shows $S_{t,1}$ measured at $T_1 = T_2 = 0.05$ (weak-backscattering regime) for three different cQPC transmission probabilities ($T$). The $S_{t,1}$ data show a negative correlation at finite $I_s$, and the $I_s$ dependence well fits linear functions with $P = -2.1 \pm 0.1$ in Eq. (94). This $P$-value is close to the theoretical prediction $P = -2$, being a hallmark of the anyonic nature of $e/3$ quasiparticles. Note that Bartolomei et al. also evaluated $S_{t,1}$ in the case of $\langle I_1 \rangle \neq \langle I_2 \rangle$ and confirmed good agreements between the experimental results and the theoretical predictions.\textsuperscript{286}

The above experimental result is the first evidence of anyons. This achievement is a significant milestone toward the realization of future topological quantum computation using FQH anyons.

### 5.3.4 Quantum many-body effects in edge channels

Electron correlation in a QH edge channel sometimes causes peculiar transport phenomena. For example, one observes TL-liquid-like behaviors\textsuperscript{70,72,87} in quasiparticle tunneling processes in FQH systems, as discussed in Sect. 5.3.2. Here, we introduce other intriguing behaviors originating from electron correlation in QH edge channels.

While IQH edge channels are often described as 1D free-electron systems, their charge excitations often show the TL-liquid nature due to the long-range intra- and inter-edge Coulomb interaction.\textsuperscript{288} For example, in the $\nu = 2$ state, transport eigenmodes in copropagating edge channels, charge and charge-neutral (spin) modes with different velocities cause spatial separation of charge and spin excitations. This well-known phenomenon is referred to as the spin–charge separation in the QH TL liquid.\textsuperscript{250,289,290} Current-noise measurements allow us to identify these transport eigenmodes that mix the current noise in the two channels.\textsuperscript{250}

A larger variety of correlation phenomena are observed in FQH systems. One representative example is the charge-neutral transport in the $\nu = 2/3$ FQH state. Below we discuss the $\nu = 2/3$ edge channels that contain the essence of quantum many-body physics at the edge of topological quantum liquids.

The $\nu = 2/3$ state is particle–hole symmetric with the $\nu = 1/3$ state; it is the hole $\nu_h = 1/3$ state in the lowest Landau level. Based on this picture, in 1990, MacDonald proposed a model of the $\nu = 2/3$ edge state, in which a hole $\nu_h = 1/3$ edge state and an electron $\nu_e = 1$ edge state counter-propagate.\textsuperscript{291,292} The formation of such counter-propagating channels is referred to as "edge reconstruction" in hole-conjugate FQH states. MacDonald’s $\nu = 2/3$ edge-state model is theoretically reasonable. However, this model contradicted the experimental results at that time: whereas the model predicts the two-terminal conductance $G = 4/3 \times e^2/h$ of the $\nu = 2/3$ system, experiments reported $G = 2/3 \times e^2/h$.

Kane et al. studied transport eigenmodes in the reconstructed $\nu = 2/3$ edge state using the renormalization-group theory.\textsuperscript{260,293} They found that because of the mode mixing between the counter-propagating channels due to the random inter-channel tunneling and Coulomb interaction, the upstream charge-neutral mode appears, in addition to the charge mode that gives a quantized Hall conductance of $G = 2/3 \times e^2/h$. This conductance value agrees with the experimental observations, indicating the validity of both the edge-reconstruction and mode-mixing pictures. Moreover, the charge-neutral transport was also observed later, as introduced below. Note that similar peculiar edge transport can occur not only in the $\nu = 2/3$ state but also in various FQH systems and in non-QH 2D topological quantum liquids as well. From this perspective, the $\nu = 2/3$ edge state has been an significant testbed for studying edge transport in topological systems.

Current-noise measurements have played an essential role in observing the charge-neutral transport in the $\nu = 2/3$ state. Figure 38(a) is a schematic of the measurement setup in the first experiment.\textsuperscript{239} Charge excitations in the counter-propagating $\nu = 1$ and $1/3$ edge channels are mixed via the inter-channel Coulomb interaction and random tunneling to form the charge mode (blue arrows) and the charge-neutral mode (red arrows), propagating clockwise and anticlockwise, respectively. When a current $\langle I_s \rangle$ is applied to an ohmic contact "Source 2", the charge mode is grounded at the contact "Ground 1". In contrast, the charge-neutral mode impinges on a QPC and generates excess current noise at the "Voltage probe".

Figure 38(b) displays the measured excess current noise as a function of $\langle I_s \rangle$. The monotonic increase in the excess noise with $\langle I_s \rangle$ signals the presence of the upstream charge-neutral transport. The excess noise depends on the transmission probability $t$ of the QPC, indicating that the excess noise is generated at the QPC that scatters the charge-neutral excitations. This observation proves both edge reconstruction\textsuperscript{291,292} and the formation of transport eigenmodes\textsuperscript{250,293} in the $\nu = 2/3$ state.

It is noteworthy that the charge-neutral transport in the $\nu = 2/3$ state was also confirmed using another method based on QD thermometry.\textsuperscript{294,295} Additionally, the charge-neutral transport has been observed in other FQH systems, such as the $\nu = 4/3$, $1/3$, and $3/5$ states in GaAs/AlGaAs heterostructures.\textsuperscript{242,243,296} While the early theories predicted the presence of the charge-neutral mode only in hole-conjugate FQH systems, the charge-neutral transport observed in the $\nu = 4/3$ and $1/3$ states suggests the edge-reconstruction physics in non-hole-conjugate FQH systems confined by a smooth edge potential.

While the above experiment confirmed the presence of upstream heat transport in the $\nu = 2/3$ state, recently, the heat flow along QH edge channels has been investigated quantitatively. Such an experiment was first performed to observe the quantized heat transport along IQH edge channels.\textsuperscript{247} Figure 39(a) shows the experimental setup, where a micrometer-scale ohmic contact $\Omega$ (dark red region) separates the two IQH systems (blue regions), which are...
transmission probabilities \( t \) on the hand side of current \( I \) respectively. Charge-neutral mode excited at “Source 2” by applying a current \( I_0 \) impinges on the QPC and generates excess current noise. (b) Excess current noise as a function of \( I_0 \) measured at several QPC transmission probabilities \( t \). Reprinted with permission from Ref. 239. © (2010) Springer Nature.

Fig. 38. (Color online) (a) Schematic of the experimental setup for observing the upstream charge-neutral transport in the \( \nu = 2/3 \) state. Charge and charge-neutral transport are indicated by blue and red arrows, respectively. Charge-neutral mode excited at “Source 2” by applying a current \( I_0 \) impinges on the QPC and generates excess current noise. (b) Excess current noise as a function of \( I_0 \) measured at several QPC transmission probabilities \( t \). Reprinted with permission from Ref. 239. © (2010) Springer Nature.

individually equilibrated through different ohmic contacts (temperature \( T_0 \)). A current injected to the 2DES on the right-hand side of \( \Omega \) propagates through QPC\(_1\) to reach \( \Omega \). The dc excitation is equilibrated with electrons fed from the left 2DES through QPC\(_2\), leading to the increase in electron temperature \( T_\Omega \). \( T_\Omega \) is evaluated by current-noise thermometry performed on both left and right 2DESs.

The heat flow along the edge channels is quantitatively evaluated from the relation between the Joule heat and the increase in electron temperature \( T_\Omega \). Wiedemann–Franz law predicts that the heat flow \( J_0^Q(T_\Omega, T_0) \) along a single edge channel is described as

\[
J_0^Q(T_\Omega, T_0) = \frac{\pi^2 k_B^2}{6h} (T_\Omega^2 - T_0^2),
\]

where \( T_\Omega \) and \( T_0 \) are temperatures of the reservoirs. Figure 39(b) shows the heat-current factor \( \alpha_n = n J_0^Q / (T_\Omega^2 - T_0^2) \) evaluated at several filling factors. One observes that \( \alpha_n \) data fall near the prediction by Wiedemann–Franz law (gray line): namely, each edge channel carries the heat current \( J_0^Q \). This result proved the quantized heat flow across IQH edge channels. Furthermore, other experiments have revealed the impact of inter-channel Coulomb interaction on heat transport along co-propagating IQH edge channels.\(^{248,249}\)

The heat flow along FQH edge channels has also been investigated in several FQH states, e.g., the \( \nu = 1/3, 2/3, 3/5, \) and \( 4/7 \) states.\(^{244}\) The experiment confirmed that both IQH and FQH channels carry quantized heat flow. Furthermore, a similar heat-transport measurement was performed on the \( \nu = 5/2 \) state, which may support the presence of non-Abelian quasiparticles.\(^{245}\) The experimental result shows a half-integer quantized heat conductance, suggesting the Majorana edge mode of the particle–hole Pfaffian state. This observation contradicts numerical calculation predicting the Pfaffian or the anti-Pfaffian state and therefore requires further theoretical and experimental studies. Although still inconclusive, the experimental result implies a non-Abelian topological order of the \( \nu = 5/2 \) state.

5.3.5 Short summary

Current-noise measurements have revealed various phenomena in QH systems, such as fractional charge, anyonic statistics, and quantum-many-body effects in edge channels. There remain many other interesting issues, such as Andreev reflection of fractional quasiparticles at QH interfaces, requiring shot-noise measurements.\(^{297}\) Current-noise measurements will allow us to gain more in-depth insight into QH
systems and other 1D electron systems, including helical edge states in 2D topological materials.

5.4 Noise in superconductor-based junctions

Superconductivity is one of the most representative examples of the quantum many-body effect. While a supercurrent does not generate shot noise in a bulk superconductor, it can be backscattered at a junction between a superconductor and a normal conductor to generate a shot noise.

Blanter and Büttiker introduced several theoretical treatments for shot-noise generation at superconductor junctions. While there were only a few experiments at that time, we now have many examples of such experimental shot-noise studies. Here, we introduce some experiments that studied Andreev reflection, Cooper-pair splitting, the Kondo–Andreev effect, and superconductor-QH junctions. As we will see below, these junctions provide valuable platforms for exploring quantum many-body phenomena.

5.4.1 Andreev reflection

Electron injection from a normal metal to a superconductor results in hole reflection to form a Cooper pair in the superconductor. This intriguing phenomenon, directly manifesting the electron pairing in a superconductor, is referred to as Andreev reflection. The Andreev process leads to the charge-$2e$ shot-noise generation at a normal-metal-superconductor (NS) junction. The charge-$2e$ shot noise at the Andreev process was first observed in 2000. Figure 40 shows the data obtained by Jehl et al. for a Nb/Cu junction. For this measurement, a SQUID was used to detect the current noise in the junction of small resistance ($\sim$0.8 $\Omega$) (see Sect. 3.5.3). In the low-bias regime, the experimental data (circles) agree well with the following theoretical curve [see Eq. (54)]:

$$S = \frac{2}{3} \left[ \frac{4k_B T}{dV/dI} + e^* \langle I \rangle \coth \left( \frac{e^* V}{2k_B T} \right) \right],$$

where $e^* = 2e$ reflects the Cooper-pair charge and the denominator “3” of the factor $2/3$ represents the Fano factor $F = 1/3$ of the diffusive mesoscopic device. The deviation of the experimental data from the $2e$ curve at high bias (≥1.2 mA) may reflect the occurrence of charge-$e$ quasiparticle tunneling.

Similar charge-$2e$ shot noise was also observed in a superconductor–semiconductor junction and a superconductor-QD-superconductor device. The former experiment, where electrons are emitted into the superconducting gap with a Poisson distribution, is a superconducting analog of Schottky’s experiment on electron emission into a semiconductor. The measured shot noise agrees with the theoretical curve of $S = 4e\langle I \rangle$ at low bias, indicating the $2e$ effective charge.

Furthermore, multiple Andreev reflection (MAR) occurs at a junction where two superconductors sandwich a normal conductor. When such a junction is voltage-biased ($|eV| < 2\Delta$, where $2\Delta$ is the superconducting gap), Andreev processes occur many times at the two NS interfaces. In this case, the shot noise generated at the whole junction is sometimes enhanced such that $S/2e\langle I \rangle = 1 + \Delta/eV$, indicating that multiple charge quanta, $2e, 3e, \ldots$, etc., carry the transmitted current. On the other hand, another recent experiment demonstrated shot-noise suppression with a factor less than one at high bias $|eV| > 2\Delta$, where the quasiparticle tunneling can arise.

5.4.2 Cooper-pair splitting

When two normal conductors contact a superconductor with a spacing shorter than the superconducting coherence length, a correlation appears between the charge-scattering processes at the contacts. When an electron is incident from one of the normal conductors to the superconductor, a hole is ejected from the other contact to form a Cooper pair. This process is referred to as the crossed Andreev reflection (CAR), or nonlocal Andreev reflection. In a similar setup, an inverse process of CAR occurs. A Cooper pair in the superconductor splits into two electrons, and each of them is ejected to the two normal conductors one by one. The Cooper-pair splitting was observed, for example, in a ferromagnet-superconductor junction.

Because two electrons generated by a single Cooper-pair splitting are entangled quantum mechanically, this process has been intensively studied for realizing a solid-state entangled-pair generator. In experiments, a Cooper-pair-splitting device is often constructed by attaching two QDs to a superconductor. Thanks to the Coulomb blockade, each QD traps only a single electron at a time so that the device enables us to observe a single Cooper-pair splitting process. Time-correlation measurement for the currents flowing through the QDs provides striking evidence for the Cooper-pair splitting. Das et al. performed a current-noise cross-correlation measurement between InAs QDs attached to aluminum. The observed positive cross-correlation indicates that almost all the current is ejected from the superconductor by the Cooper-pair splitting processes.

5.4.3 Kondo–Andreev effect

The coexistence of and competition between superconductivity and the Kondo effect has attracted attention since the 1960s. Superconductivity in s-wave superconductors emerges via a macroscopic wave function of spin-singlet

Fig. 40. Shot noise at an NS junction as a function of bias current ($I$) at 1.35 K. Reprinted with permission from Ref. 46. © (2000) Springer Nature.
Cooper pairs. The Kondo effect, in contrast, occurs due to the spin-singlet (Kondo-singlet) formation between a localized spin and conduction electrons. Because these two quantum spin-singlet (Kondo-singlet) formation between a localized Cooper pairs. The Kondo electrons screen magnetic impurities in the Kondo state, while a weak magnetic field is turned off, the lead wires enter the superconducting state, and the Kondo–Andreev state can appear.

Figure 41(b) presents the shot-noise results at the electron–hole-symmetry point. The Fano factor $F$ measured at low bias voltage, $V$ below the superconducting gap $2\Delta/e$, is plotted as a function of $2\Delta/eV$. The experimental data demonstrate strong shot-noise enhancement ($F \propto V^{-1}$) in both the SU(2) and SU(4) Kondo states. These observations qualitatively agree with the theory of $n$th-order MAR processes ($n \sim 2\Delta/eV$), where a single transport process is considered to carry the $e^* = ne$ effective charge.133

On the other hand, if we take a more quantitative look at the experimental data, we find that the observed shot-noise enhancement is much larger than the theoretical prediction. Using the factor $\alpha$, the enhanced Fano factor is defined as

$$F \equiv \frac{2\Delta}{|eV|} \alpha.$$  

For a simple junction without the Kondo correlation, $\alpha$ equals one, whereas the experiment yielded $\alpha = 2.2$ for SU(2) and $\alpha = 10.8$ for SU(4) as shown in Fig. 41(b). This means that MAR enhances the noise in the Kondo state by several times. As seen in Sect. 5.2, the shot noise in the Kondo state connected to the normal lead is in quantitative agreement with theory for both the SU(2)- and SU(4)-Kondo states. Although there is a theory of the noise in the Kondo–Andreev state,314 further theoretical development is necessary to explain the experimental data. Elucidating the nonequilibrium behavior in systems where two different singlet states interplay remains an important issue for the future.

5.4.4 Junction with quantum Hall states

Before closing this section, we discuss a junction between a topological edge state (including a chiral edge state in a QH system) and a superconductor. While such systems have been studied theoretically since the 1990s,315,316 recent theories predicting the emergence of non-Abelian anyons at a superconductor-edge state interface317,318 have stimulated many theoretical and experimental studies. Despite the fundamental importance, quantum Hall-superconductor (QH-S) junctions had not been fabricated in experiments due to technical difficulties until recently. The difficulty was that, first, superconductivity usually disappears at high magnetic fields where the QH effect occurs. However, superconductors with a high critical magnetic field solved this problem. A more severe problem was the Schottky barrier that degrades the proximity effect at a QH-S interface. Recently, this problem was also solved by using novel 2DESs such as graphene319 and ZnO-based 2DESs.320

A shot-noise measurement, which enables us to evaluate the effective charge of an elementary excitation, serves as a powerful probe for a superconducting correlation in QH edge channels. Recently, Sahu et al. reported a shot-noise measurement in a bilayer graphene-superconductor junction.98 They observed the shot-noise enhancement by a Fano factor of about two due to the Andreev reflection. The enhancement is more significant than that in a metal-superconductor interface formed in the same device at a zero magnetic field (the Fano factor is about 1.5 in this case). These observations may be an indication of a superconducting correlation in QH edge channels.

6. Fluctuation Theorem and Current Noise

6.1 Fluctuation theorem

We have so far discussed current noise in mesoscopic systems based on the Landauer–Büttiker picture; we would now like to discuss from a different perspective, namely the Fluctuation Theorem (FT). In the 1950s, the linear response theory was formulated in the field of statistical mechanics.321 Whereas this theory provides a powerful methodology for
studying the response of a system to an external field at near equilibrium, it cannot be applied to highly non-equilibrium systems. There have been many attempts over the years to investigate non-equilibrium systems beyond the linear response theory. One of the significant achievements is the FT reported in 1993.\(^{322}\)

Let us consider a small system connected to a reservoir as shown in Fig. 42.\(^{323}\) While the entropy of the entire system does not decrease due to the second law of thermodynamics, the entropy in the small system fluctuates since it exchanges energy, particles, heat, work, entropy, etc., with the reservoir. We are interested in the rate of the entropy generation \(\sigma\) in the small system and its average over a finite time \(t\), \(\overline{\sigma} \equiv \frac{1}{t} \int_0^t ds \sigma(s)\). The FT claims that the probability \(P(\overline{\sigma})\), i.e., the probability such that the entropy generation rate is \(\overline{\sigma}\), strictly satisfies the following equation

\[
P(\overline{\sigma} = A) = \exp \left( \frac{A}{k_B} \right),
\]

(99)

This equation is derived from the microreversibility and conservation laws. According to this equation, for a large \(t\), the probability of the entropy increase (numerator of the left-hand side) is overwhelmingly larger than that of the entropy decrease (denominator of the left-hand side) because \(A > 0\). In this sense, this equation corresponds to the second law of thermodynamics. The FT has been studied as a new guiding principle in statistical mechanics because Eq. (99) can reproduce the fundamental equations of linear response theory, such as the fluctuation–dissipation relations\(^{324}\) and the Onsager–Casimir reciprocity.\(^{325,326}\)

Experimentally, the FT has been verified by observing the motion of particles in fluids and RNA molecules, for example.\(^{327,328}\) It has also been confirmed in transport measurements, e.g., performed on bulk resistors\(^{329}\) and in electron-counting experiments using QDs.\(^{330,331}\)

6.2 FT in quantum transport

While the experiments mentioned above have verified the FT in classical systems, the authors reported the first experiment examining the FT in a quantum system.\(^{332,333}\) Below, we briefly introduce this experiment.

We consider a general situation where a voltage induces a current \((I)\) in a sample. The \(I\–V\) characteristics can be written as a polynomial of \(V\) as follows:

\[
(I) = G_1 V + \frac{1}{2!} G_2 V^2 + \frac{1}{3!} G_3 V^3 + \cdots,
\]

(100)

where the first term represents Ohm’s law, and \(G_1\) is the conductance. When the current \((I)\) is described only by the first term, which is often the case at low bias, the conventional linear response theory holds. On the other hand, at high bias, the system generally goes into a nonequilibrium state showing a non-linear response (suppose a largely stretched spring deviates from Hooke’s law, as an example). In that case, higher-order terms in Eq. (100), characterized by the response coefficients \(G_2, G_3\), and so on, become significant. In mesoscopic systems, \(G_1\) is directly related to the transmission probability, as shown in Eq. (27). On the other hand, the higher-order response coefficients reflect electron correlation under nonequilibrium conditions.\(^{334–337}\) Unlike \(G_1\), which has Onsager–Casimir reciprocity, these quantities are not symmetric with respect to the magnetic field reversal and cause the nonreciprocal transport.

Similarly, the current noise \(S\) can also be expressed by a polynomial of the applied voltage \(V\) such that

\[
S = S_0 + S_1 V + \frac{1}{2!} S_2 V^2 + \cdots,
\]

(101)

where \(S_0\) is the thermal noise.

The fluctuation–dissipation relation \(S_0 = 4k_B T_G_1\) holds between the first terms of Eqs. (100) and (101), as we saw in Eq. (7).\(^{12,13}\) This suggests analogous relations between the higher-order terms. Actually, the aforementioned FT predicts\(^{326}\)

\[
S_1 = 2k_B T_G_2,
\]

(102)

for example. This relation between the second terms can be understood as follows. Electron transport occurs in a “conductor-device-conductor” system, which can be viewed as an exchange of electrons between two reservoirs via the device. A finite voltage \(V\) between the two reservoirs causes a difference between their chemical potentials with \(eV\). Let us consider the probability \(P(N)\) of \(N\) electrons flowing from the left to the right lead. Due to the time-reversal symmetry, the conservation of the particle number, and the energy conservation, the following equation holds:\(^{326,333}\)

\[
P(N) = \exp \left( \frac{eV}{k_B T_c} N \right).
\]

(103)

The original FT, expressed in Eq. (99), relates the probabilities of the entropy generation and reduction processes. In the electron transport, the entropy generation is related to Joule heating. When \(N\) electrons move across a potential difference of \(eV\), the Joule heat of \(NeV\) is produced after equilibration in the reservoir at temperature \(T_c\) so that the entropy generation is \(NeV/T_c\). Thus, we can evaluate the probability of the transfer of \(N\) electrons and obtain Eq. (103). The equation gives a strong constraint on electrical conduction, from which Eqs. (7) and (102) are derived, as described in Ref. 333.

Electron counting experiments to verify Eq. (103) have been performed.\(^{330,331}\) They used QDs coupled to a nearby QPC as a charge detector. This charge-detection technique was discussed in Sect. 3.5.5. In the counting experiments, the electron transport is not coherent but in the incoherent tunneling regime.

Relation Eq. (102) is for nonlinear non-equilibrium regime and is a new “nonequilibrium fluctuation relation” that goes beyond the known fluctuation–dissipation relation. In our experiment, we aimed to demonstrate this equation in the

Fig. 42. FT considers a small system connected to a reservoir.
quantum coherent regime. The device is an Aharonov–Bohm (AB) ring (460 nm in diameter) fabricated in a GaAs/AlGaAs 2DES, as shown in Fig. 43(a). The electron interference in the ring was controlled by applying magnetic field $B$ or gate voltage $V_g$. Figure 43(b) shows the conductance in the $B$–$V_g$ plane, where the periodic oscillations of the conductance as a function of the magnetic field signal the AB oscillation, manifesting the coherent electron transport.

First, we discuss the results obtained at equilibrium ($V = 0$). Figure 43(c) shows the conductance $G_1$ and the thermal noise $S_0$ when $V_g$ is varied. As the fluctuation–dissipation relation tells us, the behaviors of $G_1$ and $S_0$ agree with each other. In Fig. 43(d), the $S_0$ is plotted as a function of $G_1$. From this linear fit, we estimate electron temperature $T_e = 125$ mK.

Then, we estimated $G_2$ and $S_1$ from the $I$–$V$ characteristics and the voltage dependence of the current noise, respectively. The $V_g$ dependence of these two quantities is shown in Fig. 43(e). We see that the behaviors of $G_2$ and $S_1$ are coincident with each other. Figure 43(f) tells that the experimental data yields $S_1 = 3.64 \times 4k_BT_eG_2$. Although the numerical factor does not agree with that of the theoretical prediction, $S_1 = 2k_BT_eG_2$. Fig. 43(f) manifests the presence of nontrivial proportionality between them ($S_1 \propto G_2$).

Some readers might consider that the current noise should be expressed by Eq. (54) even in the non-equilibrium state. Equation (54) is an expression derived for free fermion systems and does not include the influence of electron–electron correlation, except for the Pauli exclusion principle.

In Sect. 5.2.6, we have already seen that Eq. (54) is not sufficient to calculate the noise in the Kondo effect. The correlation is phenomenologically taken into account as an “effective charge”, while, microscopically, there are multiple scattering mechanisms. Moreover, when a system is driven out of equilibrium, many-body effects often play significant roles. Such correlation effects are not included in the framework of the Landauer–Büttiker formula based on the single-particle picture.

In the present experiment, we also observed a distinct nonreciprocity arising from the quantum many-body effect in a non-equilibrium state at a finite magnetic field. We demonstrated that the relation derived from FT is relevant even in this case.

7. Conclusion and Future Perspectives

In this review, we have presented the advances in mesoscopic shot-noise experiments over the past two decades. We hope that this review helps in convincing readers of the advantages of shot-noise measurements and, for experimentalists, to perform the measurements themselves.

While we have made every effort to cover a wide range of topics, unfortunately, several important ones could not be included in this review. Below, we would introduce some of them.

The first one is higher-order cumulants. In this review, we have mainly focused on current noise given by $\langle \Delta I^2 \rangle$, which is the second-order cumulant, i.e., the variance of the number of transmitted electrons. However, as briefly mentioned in
Sect. 3.5.5, higher-order cumulants such as \( \langle \Delta I^2 \rangle \) and \( \langle \Delta I^3 \rangle \cdots \); which can be evaluated in full-counting statistics, also provide fruitful information on transport phenomena.\(^{175}\) Experimentally, third-order and higher-order ones have been measured for several devices, e.g., tunnel junctions,\(^{338}\) quantum dots,\(^{55,56}\) avalanche diodes,\(^{339}\) and short diffusive conductors.\(^{340}\) However, measuring higher-order cumulants is still challenging for most mesoscopic systems. We believe that advances in experimental techniques will allow us to measure full-counting statistics in various samples and that the results will provide deeper insight into their transport properties.

The second is shot noise at high frequencies. While we have mainly focused on shot noise in the low-frequency limit, shot noise becomes frequency-dependent and sometimes provides essential information on electron dynamics at high frequencies. For example, the Josephson relation of fractional quasiparticles in the fractional quantum Hall state is a representative result obtained by measuring high-frequency shot noise.\(^{48,49}\) High-frequency shot noise in the Kondo state\(^{233,341}\) is a challenging issue for future experiments. Such a measurement will allow us to evaluate the dynamics of the Kondo singlet below and above the Kondo temperature.

Thirdly, expanding the scope of shot-noise measurements is a promising direction. Most of the shot-noise studies in mesoscopic physics have been performed on semiconductor devices fabricated in a 2DES. However, as described in this review, the noise measurement is applicable to other systems such as magnetic tunnel junctions, atomic/molecular junctions, carbon nanotubes, and spintronics devices. In this context, the shot-noise measurement performed on copper-oxide high-temperature superconductors\(^{142}\) is a notable example. In that study, an increase in the effective charge at a temperature above the superconducting transition temperature was observed, implying a precursor phenomenon of Cooper-pair formation.

Finally, shot-noise measurements can be combined with other experimental techniques, e.g., scanning microscopy.\(^{141,343}\) Such experiments will provide unique information on charge, heat, and spin transport phenomena at the surface of a solid-state device.

In the 1990s, a shot-noise measurement itself was challenging. Today, however, it is a standard experimental technique in mesoscopic physics. There are still many fascinating theoretical proposals left unexplored, which are attracting much fascination from experimentalists. We hope that this review will encourage many researchers to join this rich research field.
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